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ABSTRACT

Interferometric observations of gravitational microlensing events offer an opportunity for precise,
efficient, and direct mass and distance measurements of lensing objects, especially those of isolated
neutron stars and black holes. However, such observations have previously been possible for only a
handful of extremely bright events. The recent development of a dual-field interferometer, GRAV-
ITY Wide, has made it possible to reach out to significantly fainter objects and increase the pool of
microlensing events amenable to interferometric observations by two orders of magnitude. Here, we
present the first successful observation of a microlensing event with GRAVITY Wide and the reso-
lution of microlensed images in the event OGLE-2023-BLG-0061/KMT-2023-BLG-0496. We measure
the angular Einstein radius of the lens with subpercent precision, fg = 1.280 £ 0.009 mas. Combined
with the microlensing parallax detected from the event light curve, the mass and distance to the lens
are found to be 0.472 £ 0.012 My and 1.81 £ 0.05kpc, respectively. We present the procedure for
the selection of targets for interferometric observations and discuss possible systematic effects affect-
ing GRAVITY Wide data. This detection demonstrates the capabilities of the new instrument, and
it opens up completely new possibilities for the follow-up of microlensing events and future routine
discoveries of isolated neutron stars and black holes.

Keywords: Gravitational microlensing (672), Optical interferometry (1168)

1. INTRODUCTION

In his seminal paper on gravitational microlensing,
Einstein (1936) realized that the angular separation be-
tween the two images of the source star created by a
Galactic gravitational lens would be well below the res-
olution limits of contemporary telescopes. That led him
to believe that observing microlensed images would be,
in practice, impossible. This notion persisted for many
decades until the first optical interferometry facilities
were developed.

In point-source point-lens microlensing events, the
gravitational lens creates two images of the source star
(called the major and minor image). They are separated
by approximately 20g, where 0 = / kM, is the angu-
lar Einstein radius. Here, M is the lens mass, . is the
lens—source relative parallax, and x = 8.144mas M3 !
is a constant. For typical configurations of stellar-mass
microlensing events in the Milky Way, 6 ~ 1 mas, and
so the expected separation between the minor and major
images is usually smaller than a few milliarcseconds. In-
terferometric observations of microlensing events, there-
fore, provide a direct way to precisely measure angular
Einstein radii by resolving the images (and, as a conse-
quence, measure the masses of lensing objects).

Although a few tens of thousands of single-lens mi-
crolensing events have been discovered so far, only a few
have had the angular Einstein radius measured. That
was possible for only a small number of events exhibit-
ing finite-source effects (Gould 1994; Nemiroff & Wick-
ramasinghe 1994; Witt & Mao 1994), and the proba-
bility of such measurements is biased toward low-mass
(planetary-mass) lenses. Another route for g measure-
ments has involved astrometric observations (Hog et al.
1995; Miyamoto & Yoshii 1995; Walker 1995), leading
to the first detection of an isolated black hole (Sahu
et al. 2022; Lam et al. 2022; Mroz et al. 2022; Lam &
Lu 2023). These observations, however, required long-
term astrometric monitoring, which is not feasible for a
large sample of events. Conversely, interferometric ob-
servations are much more efficient, as only one exposure
is sufficient to resolve the microlensed images and mea-
sure the angular Einstein radius. When combined with
the microlensing parallax (7g = 7ye1/0r) measurements
from the light curve, they allow us to precisely deter-
mine the masses, distances, and transverse velocities of
isolated objects, including neutron stars and black holes.

Delplancke et al. (2001) were the first to discuss the
prospects of using the European Southern Observa-
tory (ESO) Very Large Telescope Interferometer (VLTT)
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to study gravitational microlensing events. They esti-
mated that the first-generation VLTI instruments would
be able to observe dozens of events every year in the
mid 2000s. Yet, the first successful resolution of mi-
crolensed images did not materialize until late 2017,
when Dong et al. (2019) observed the microlensing
event TCP J05074264+2447555 (aka Kojima-1) with the
second-generation VLTT instrument GRAVITY (GRAV-
ITY Collaboration et al. 2017).

Why did it take almost two decades to achieve this
milestone? The early predictions of VLTI performance
underestimated the role and impact of many practical
problems encountered during system operations, such
as beam stability, vibrations, and air dispersion (e.g.,
Delplancke 2008). Moreover, even when these technical
problems were solved or mitigated, the performance of a
ground-based interferometer is ultimately limited by at-
mospheric turbulence, which breaks the coherence of the
wave fronts arriving at each telescope. Therefore, the
observations must be carried out with exposure times
(~ 1ms) shorter than the typical wave-front-coherence
timescale (on the order of 20-30ms) and shorter than
the mechanical vibrations timescale, which dominate in
the 10-1000 Hz regime. Even for the largest modern 10
m class telescopes, this requirement sets a limiting mag-
nitude of K ~ 10 for interferometric observations. Grav-
itational microlensing events brighter than this limit are
exceedingly rare (Figure 1). They occur at most a few
times a year, and they exceed the GRAVITY limiting
magnitude for a short period of time. The three events
with published interferometric observations were unusu-
ally bright: TCP J05074264+2447555 (Dong et al. 2019;
Zang et al. 2020), ASASSN-22av (Wu et al. 2024a),
and Gaial9bld (Cassan et al. 2022; Rybicki et al. 2022;
Bachelet et al. 2022) reached V' &~ 11.5, ¢’ ~ 12.5, and
I = 9.0, respectively. The former two were observed
using the standard on-axis mode of GRAVITY, whose
fringe tracker allows minute-long science exposures (La-
cour et al. 2019) that significantly enhance the VLTI
sensitivity (Eisenhauer et al. 2023).

The dual-field interferometric observations were de-
signed to alleviate this problem and reach fainter sources
(e.g., Shao & Colavita 1992; Colavita et al. 1999;
Delplancke 2008; Woillez et al. 2014). In this observ-
ing mode, the target and a nearby bright (K <10) ref-
erence (fringe-tracking) star are observed at the same
time. The fringe-tracking star is needed to measure the
atmospheric turbulence and stabilize the optical path
difference between the telescopes, providing a correc-
tion to the science target. That enables observation of
the target with exposure times longer than the turbu-
lence and vibration timescales, allowing one to reach
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Figure 1. Cumulative distribution of the expected K-band
peak magnitudes of events detected by the OGLE EWS in
2023 (blue line). For comparison, the red line shows the
cumulative distribution of the K-band magnitudes of the
brightest star within 30" of the event (fringe-tracking star).
Only events with tg > 50 days and an adaptive optics guide
star brighter than G = 14 are plotted.

fainter objects. The angular separation between the sci-
ence object and the fringe-tracking star must be smaller
than 20” — 30", which is set by the atmospheric con-
ditions. In 2019-2022, the GRAVITY instrument was
upgraded to enable such dual-field interferometric obser-
vations (GRAVITY+ Collaboration et al. 2022), hence
the name of this observing mode, GRAVITY Wide.
The upgraded instrument opened up an entirely new
pathway for characterizing and studying microlensing
events because, in the dense fields of the Galactic bulge,
the probability of finding a suitable (K < 10, within
30") fringe-tracking star is as large as 50%-70%. Ac-
cording to the GRAVITY manual (Issue 110),' the
GRAVITY Wide observations are possible for science
targets as faint as Kgc =~ 16-17. However, the lim-
iting magnitude strongly depends on the atmospheric
conditions and the separation between the science ob-

ject and the fringe-tracking star. In addition, closure-

phase observations lose the signal-to-noise ratio faster
than normal visibility data as the targets become fainter.
Thus, in practice, we rarely considered observing targets

L https:/ /www.eso.org/sci/facilities /paranal /instruments/gravity.
html
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fainter than K =2 13.5-14, which still left us with plenty
of candidate events to scrutinize (Figure 1).

As soon as ESO offered regular GRAVITY Wide ob-
servations from October 2022 (“Period 110”), we initi-
ated a program (PI: A. Mérand) of interferometric obser-
vations of microlensing events. Our primary science goal
was to detect and measure precise masses, distances,
and transverse velocities of isolated stellar remnants—
neutron stars and black holes. Our observations also
served as a test bed for verifying the capabilities of the
new instrument and planning, executing, and analyzing
interferometric follow-up observations of a large number
of microlensing events.

This paper presents the first resolution of microlensed
images with GRAVITY Wide in the microlensing event
OGLE-2023-BLG-0061/KMT-2023-BLG-0496.

2. SELECTION OF THE TARGETS FOR
INTERFEROMETRIC FOLLOW-UP

The VLTI observations can be carried out with either
four 8.2 m Unit Telescopes (UTs) or four 1.8 m Aux-
iliary Telescopes (ATs). The VLTI UT observing runs
are organized every month (around the full Moon) and
typically last one week. During the rest of the month,
observations are possible with ATs, which may be re-
located to more than ten observing stations.? GRAV-
ITY Wide observations may be conducted with ATs,
provided that the fringe-tracking star is brighter than
Kpr 9-9.5 and the science target is brighter than
Ksc 13-14. For UTs, the limiting magnitudes are
larger—Kpr =~ 10-10.5 and Kgc =~ 16-17, respectively.
As discussed above, the limiting magnitudes of science
targets strongly depend on the atmospheric conditions
(isoplanatic angle) and the separation of the fringe-
tracking star.

We began the selection of microlensing targets about
7-10 days before the planned start of each VLTI UT
run. The candidates were chosen from publicly avail-
able lists of microlensing alerts published by the Optical
Gravitational Lensing Experiment (OGLE) Early Warn-
ing System® (EWS; Udalski 2003; Udalski et al. 2015),
the Korea Microlensing Telescope Network (KMTNet)
Alert System* (Kim et al. 2018), and the Microlensing
Observations in Astrophysics (MOA) Transient Alerts.”
In addition, we also checked the transient alerts pub-
lished by all-sky surveys, such as Gaia (Hodgkin et al.

~
~

~

~

2 https:/ /www.eso.org/sci/facilities /paranal /telescopes /v1ti.html
3 https:/ /ogle.astrouw.edu.pl/ogled /ews/ews.html
4 https://kmtnet.kasi.re.kr/ “ulens/

5 https://www.massey.ac.nz/ " iabond /moa/alerts/

2013, 2021) and the All Sky Automated Survey for Su-
perNovae (ASAS-SN; Shappee et al. 2014).

The selection of targets was based on several scientific
and technical criteria. First, we selected events near or
past their maximum brightness, so that the parameters
describing their light curves were reasonably well mea-
sured. However, the observations had to be secured be-
fore the event faded, before the minor image became too
faint, and so the contrast ratio between the microlensed
images became too large. We required the contrast ra-
tio to be smaller than 10:1, which was conservatively
adopted based on our experience with the GRAVITY
data. That contrast ratio corresponds to the maxi-
mum lens—source separation (in Einstein radius units)
of umax = 1.22 or, equivalently, the minimum amplitude
of Al =0.13.

Because the primary scientific motivation of our
project was searching for stellar remnants, which are ex-
pected to give rise to long-duration events, we selected
events with Einstein timescales longer than tg = 50
days. However, the nature of the lens cannot be known
at the time of selecting the targets. The mass of the lens
can be determined only after the interferometric data are
combined with the full light curve. That usually means
waiting several weeks after the interferometric observa-
tions are taken, because they are collected close to the
maximum magnification.

In the next step, we checked if suitable fringe-tracking
and adaptive optics reference stars were located within
30" of the event. For possible fringe-tracking stars, we
queried the Two Micron All Sky Survey (2MASS) Point
Source Catalog (Skrutskie et al. 2006), while for adap-
tive optics guide stars, we queried Gaia Data Release
3 (Gaia Collaboration et al. 2016, 2023). The guide
star had to be brighter than G = 14 for the Multi Ap-
plication Curvature Adaptive Optics (Arsenault et al.
2003) system or brighter than K = 8 for the Coudé
Infrared Adaptive Optics (Kendrew et al. 2012) system.
Finally, we estimated the expected K-band brightness of
the event during the planned observations, by assuming
that the blending parameter in the K band was identical
to that in the I band. The baseline K-band brightness
of the event was taken from the VISTA Variables in
the Via Lactea (VVV) survey (Minniti et al. 2010), the
United Kingdom Infra-Red Telescope (UKIRT) Galactic
Plane Survey (Lawrence et al. 2007; Lucas et al. 2008),
or 2MASS (Skrutskie et al. 2006). We also examined the
estimated K-band brightness of the source by using the
best-fit I-band source fluxes as cross-checks. For such
estimates, we assumed dereddened color (I —K)g giant =
1.4 and (I — K)o, dwarf = 1.0 for sources roughly classi-
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fied using the extinction-corrected source magnitudes as
giants (Ip < 16.5) and dwarfs (I > 16.5), respectively.

Candidate targets were selected independently by two
teams (P.M. and S.D.) and subsequently investigated
in more detail. In particular, we paid special attention
to the microlensing parallax measurements, which are
necessary for the lens mass determination. Because the
value of the microlensing parallax is inversely propor-
tional to the square root of the lens mass, we required
it to be consistent with zero (or close to zero) during
the trigger. We also ran light-curve simulations to en-
sure that the parallax would be precisely measured (or
constrained) by the end of the observing season. We did
not consider events with variable source stars, because
the variability may affect the microlensing parallax mea-
surements.

The blue solid line in Figure 1 shows the cumulative
distribution of the expected K-band peak magnitudes of
the events detected by the OGLE EWS in 2023. Only
events with relatively long timescales (tg > 50 days) and
suitable adaptive optics guide stars (G < 14) within 30”
are presented. Only a few events were bright enough
(K < 10.5) for standard GRAVITY on-axis observa-
tions. In contrast, the solid red line in Figure 1 shows
the distribution of the K-band magnitudes of the bright-
est star within 30" of the event (which may serve as a
fringe-tracking star). Nearly 100 events could have been
considered for GRAVITY Wide observations.

3. DATA

The detection of the microlensing event OGLE-2023-
BLG-0061 was announced by the OGLE EWS (Udal-
ski 2003; Udalski et al. 2015) on 2023 March 13.60 UT
(HJID" = HJD — 2460000 = 17.10). It was indepen-
dently identified by the KMTNet Alert System (Kim
et al. 2016, 2018) on 2023 April 20, and it was desig-
nated KMT-2023-BLG-0496. The event occurred on a
bright red clump star (I = 16.389+0.001, V-1 = 2.26+
0.02) with equatorial coordinates (R.A., Decl.);2000 =
(1743™04301, —35°15'32”3). According to data from
the VVV survey, the source star had K = 13.515+0.011
(Minniti et al. 2010).

3.1. Photometric Data

OGLE operates the 1.3 m Warsaw Telescope located
at Las Campanas Observatory, Chile. The telescope is
equipped with a mosaic camera covering a field of view
of 1.4 deg? with a pixel scale of 0.26 arcsec pixel *. The
event has been observed by the OGLE-IV survey since
2010. However, in this paper, we analyze the OGLE
data collected from 2016 through 2023, because ear-
lier observations do not contribute to constraining the

parameters of the model. Observations were reduced
using the OGLE-IV data reduction pipeline (Udalski
et al. 2015), which employs a custom implementation of
the Difference Image Analysis (DIA) method (WozZniak
2000).

KMTNet uses three 1.6 m telescopes located at
the Cerro Tololo Inter-American Observatory (KMTC;
Chile), the South African Astronomical Observatory
(KMTS; South Africa), and the Siding Spring Obser-
vatory (KMTA; Australia). Each of the KMTNet tele-
scopes is equipped with a camera with a 4 deg? field of
view and a pixel scale of 0.40 arcsec pixel "'. The ana-
lyzed KMTNet observations cover the years 2021-2023.
However, because of saturation, we deleted data points
near the peak of the event. The KMTNet photometric
data were reduced with the tender-loving-care (TLC)
DIA-based pipeline (Yang et al. 2024), which was devel-
oped from pySIS (Albrow et al. 2009). The vast majority
of OGLE and KMTNet images were taken in the I-band
filter, with additional V-band observations to character-
ize the color of the source star.

Some additional observations were taken in the R’
band with the 0.18 m Newtonian telescope (CHI-18; Wu
et al. 2024b), located at the El Sauce Observatory in
Chile, to cover the peak of the event. The CHI-18 im-
ages were reduced with the TLC pipeline. The original
observations were taken at a 2 minutes cadence. Be-
cause the event did not exhibit variability on such short
timescales, we binned the CHI-18 data into 1 hr long
bins.

3.2. VLTI Data

OGLE-2023-BLG-0061/KMT-2023-BLG-0496  was
considered a promising candidate for VLTI observations
on 2023 July 20. Although the event was still before
the peak, the available data predicted a relatively long
timescale (tg ~ 100 days). At the same time, the
optical brightness indicated that the microlens paral-
lax should be robustly constrained. A nearby (13.2”)
bright (G = 13.7, K = 9.8) star, 2MASS 17430426~
3515195, could serve as a fringe-tracking and adaptive
optics guide star. The first GRAVITY Wide observa-
tions were secured with UTs on 2023 July 29 (“epoch
17). We obtained four sets of medium-resolution obser-
vations (R = A/AX = 500) and one set of low-resolution
data (R ~ 22), a new mode never tried before with
GRAVITY Wide. The first three medium-resolution
exposures were of low quality, and the resulting closure
phases were very noisy. We therefore decided not to
use them in the subsequent analysis. The preliminary
modeling carried out at that time indicated that the
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Table 1. Log of VLTI Observations

Epoch Time HJD’ Resolution Exposure Time

la 2023-07-29 02:59:45 UT 154.625  Medium 4 x 100 s

1b 2023-07-29 03:21:42 UT 154.640 Low 12x 30 s

2a 2023-09-28 23:30:05 UT 216.479 Low 12x 30 s

2b 2023-09-28 23:36:41 UT 216.484 Low 12x 30 s

2¢ 2023-09-28 23:43:20 UT 216.488 Low 12x 30 s

2d 2023-09-28 23:57:23 UT  216.498 Low 12x 30 s

2e 2023-09-29 00:03:56 UT 216.503 Low 12x 30 s

2f 2023-09-29 00:10:29 UT 216.507 Low 12x 30 s
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Figure 2. UV plane coverage of epoch 1 (left panel) and epoch 2 (right panel) GRAVITY observations of OGLE-2023-BLG-

0061/KMT-2023-BLG-0496.

medium- and low-resolution data were inconsistent with
each other.

We thus attempted to collect additional VLTI data
to study the magnitude of the possible systematics af-
fecting the low-resolution data. We triggered on-axis
GRAVITY observations with ATs on 2023 August 23,
when the event was approaching the peak (at magni-
fication ~ 90), but the data could not be collected.
The next (successful) attempt to gather additional VLTI
UT observations took place on 2023 September 29
(“epoch 2”), when we secured six low-resolution expo-
sures with GRAVITY Wide. Table 1 presents the log
of VLTI observations and Figure 2 shows the cover-
age of the UV plane during both VLTI epochs. Each
low-resolution observation consisted of twelve 30s ex-

posures; the medium-resolution observation consisted
of four 100s exposures. For each night, a bright-star
pair was observed to center the science fringe with the
GRAVITY differential delay line before the microlens
observation. We did not adjust the science fringe when
the telescope was moved to the science target.

The data were reduced with the standard GRAV-
ITY pipeline (version 1.4.2). We first used the Python
script run_gravi_reduced.py to reduce the raw data
and apply the pixel-to-visibility matrix (P2VM). The
default options were used, except that we adopted —
gravity _vis.output-phase-sc=SELF _VISPHI to calcu-
late the internal differential phase between each spec-
tral channel and —gravity vis.opd-pupil-stddev-max-
$c¢=9999 to ignore the poor pupil measurements in the
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acquisition camera, which do not affect our closure-
phase measurements. The pipeline performed the bias
and sky subtraction, flat-fielding, wavelength calibra-
tion, and spectral extraction. The application of the
P2VM converts the pixel detector counts into complex
visibilities, taking into account all instrumental effects,
including relative throughput, coherence, phase shift,
and crosstalk. The dark, bad-pixel, flat-field, wave-
length calibration, and P2VM matrix data were reduced
from the daily calibration data obtained close in time to
our observations. We then used run_gravi trend.py to
calibrate the closure-phase data. For epoch 1, we used
the star pair to center the science fringe and calibrate
the medium-resolution data. Unfortunately, we did not
have calibrator data observed in the low-resolution data
on the same night. For epoch 2, we used a bright-star
pair observed after the microlens observation for the cali-
bration. The following analyses are based on the closure-
phase data from the calibrated medium-resolution and
uncalibrated low-resolution data from epoch 1 and the
calibrated low-resolution data from epoch 2. In this way,
we use all the data with good quality. Meanwhile, when
modeling the low-resolution data from epoch 2, we found
that the calibration makes little difference to the closure
phase.

4. LIGHT-CURVE MODEL

The light curve of the event can be well fitted by a
standard point-source point-lens model with the annual
parallax effect (which is caused by the orbital motion
of the Earth). This model has five free parameters: the
time of closest approach between the lens and the source
to, their minimum separation (in Einstein radius units)
ug, the Einstein radius crossing timescale tg, and the
northern and eastern components of the microlensing
parallax vector g = (7 N, 7E ). The latter is a vec-
tor quantity whose direction is parallel to the direction
of the relative lens—source proper motion t,.;. The mag-
nification is calculated using the formula

u(t)? 42
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where u(t) = +/7(t)2+ 8(t)2. The latter quantity is
evaluated in the geocentric frame that is moving with a
velocity equal to the Earth’s velocity at g par = 2460179

(Gould 2004) in which

t—ty
=

7(t)

+or(t), B(t)=uo+3B8(t)  (2)

and
(67,68) = (7g - As, g X As), (3)

L e e e L e e e e e e e e N

———
OGLE ]

120 4= . T ¢
’ :0 - ;gﬁloslz%zzzizd_ 0.007 ‘ b
e 0.0111  0.0001 g ¢ KMTS
- 4 =0.3088 + 0,0004 | ¢ KMTA
B3 e et a0, 1 ¢ kmrcv ]
b 7 e =0.1251+0.0020 /| ]
[
° L
2 14
c L
[*)]
©
s
15
16
0,05
“ ,
© :
3 o0.00f
2 i
Q L
o L
0.05f
1 n 1

PR n PR I S I S S S I S S S S NS S S S ]
=50 0 50 100 150 200 250
Time (HJD - 2460000)

Figure 3. Light curve of OGLE-2023-BLG-0061/KMT-
2023-BLG-0496. The black line marks the best-fit model
with uwg > 0. Arrows mark the two epochs of VLTI observa-
tions.

where As is the projected position of the Sun. Two mod-
els with different signs of ug are possible; both models
are almost perfectly degenerate, with the ug < 0 model
being preferred by only Ax? = 3.1. The best-fit model
(with ug > 0) is presented in Figure 3. The best-fit pa-
rameters and their uncertainties are reported in Table 2.
In Table 2, we also report the best-fit source magnitude
I, baseline magnitude Iy, and dimensionless blending
parameter f;.

Figure 4 shows the constraints on the microlensing
parallax vector derived using data from different ob-
servatories. The blue, red, green, and orange contours
mark the constraints from OGLE, KMTC, KMTA, and
KMTS data, respectively, whereas the solid black con-
tours mark the best-fit model to all data. The eastern
component of g, which is parallel to the projected ac-
celeration of the Sun, is relatively well measured in all
data sets. However, the northern component g n (per-
pendicular to the projected acceleration of the Sun) has
a considerably larger uncertainty. The northern com-
ponent is also more susceptible to noise in the data
(Gould et al. 1994; Smith et al. 2003; Gould 2004);
hence, slightly different values of mg n are determined
using different data sets. The best-fit parameters for
individual data sets are reported in Tables 3 and 4.

The light-curve model of a microlensing event makes it
possible to predict the brightness ratio n between the mi-
nor and major image at a given epoch of interferometric



Table 2. Best-fit Parameters of the Light-curve Model
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Parameter up >0 ug < 0
to (HID') 179.8223 + 0.0066 179.8103 + 0.0063
Up 0.01112 + 0.00008 —0.01112 + 0.00008
tg (days) 92.18 +£ 0.28 91.93+ 0.28
TE,N 0.3088 4+ 0.0094 0.3222 4+ 0.0099
TE,E 0.1251 4+ 0.0020 0.1245 4+ 0.0021
X2/dof 2093.7/2069 2090.6,/2069
E 0.3330 4+ 0.0084 0.3454 4+ 0.0090
D, (deg) 22.07+0.81 21.13+0.81
fs (OGLE) 0.7392 4+ 0.0030 0.7353 4+ 0.0029
Is (OGLE) 16.717 £+ 0.005 16.723 + 0.005
Iy (OGLE) 16.389 + 0.001 16.389 + 0.001
u(1) 0.2640 4+ 0.0008 0.2629 4+ 0.0008
n(1) 0.5907 4+ 0.0009 0.5920 + 0.0009
(1) (deg) 173.11 £ 0.15 177.73+0.15
PA(1) (deg) —164.83 +0.95 —156.60 + 0.68
u(2) 0.4295 4+ 0.0015 0.4279 4+ 0.0015
n(2) 0.4264 4+ 0.0013 0.4277 +0.0013
?(2) (deg) 9.46 + 0.24 6.84 + 0.26
PA(2) (deg) 31.52+0.58 14.29 4+ 1.06

NoTeE—Parameters denoted by (1) and (2) were calculated
for the VLTT epochs 1 and 2, respectively.

observations. Moreover, the detection of the microlens-
ing parallax in the light curve allows us to predict the
orientation of microlensed images in the sky. The posi-
tion angle (PA; north through east) of the microlensing
parallax vector can be calculated using the formula

TE,E
= 4
P (4)

¢, = arctan

The angle ¢ between the source-lens relative proper mo-
tion and source—lens relative position at a given time
can also be calculated directly from the parameters of
the light-curve model:

@(t) = arctan @ (5)

(1)
Note that in the limit of no parallax, this equation sim-
plifies to ¢(t) = arctan(ugtg/(t — to)), which is equiv-
alent to Equation (8) derived by Dong et al. (2019).
Then, following Dong et al. (2019), the position angle
of the minor image relative to the major image (north
through east) is simply PA = &, + ¢ if ug > 0 or
PA = &, — ¢ if ug < 0. These two cases depend on
the trajectory of the lens relative to the source: ug > 0
if the lens passes the source on its right and ug < 0 on
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Figure 4. Constraints on the microlensing parallax derived
from different photometric data sets (blue—OGLE; red—
KMTC; orange—KMTS; and green—KMTA) and all light-
curve data (black contours). The dotted and dashed lines
mark the constraints from the two epochs of VLTI data,
respectively.

its left (Skowron et al. 2011). Note that Dong et al.
(2019) introduced a different definition of the position
angle of the major image relative to the minor image:
1 =PA + 7.

Table 2 presents the predicted lens—source separation
u (in Einstein radius units), the flux ratio between the
minor and major image 7, and the position angle of the
images PA for both epochs of VLTI observations. Note
that the expected lens—source separation and flux ratio
of the images are virtually identical for the ug > 0 and
ug < 0 models. However, the expected position angles
are different. For the positive ug solution, we can predict
PA = —164.83 £0.95 deg and PA = 31.52 £+ 0.58 deg for
both VLTI epochs. For the negative uy solution, we
predict PA = —156.60 £ 0.68deg and PA = 14.29 £
1.06 deg, respectively.

We also note that the flux ratio of the images is tightly
constrained by the light-curve model, with a precision
better than 0.3%. Conversely, the uncertainty of the po-
sition angle is dominated by the uncertainty in the de-
termination of the angle @, which itself is dominated
by the uncertainty of 7g . As we observed small sys-
tematic differences between g ny determined using dif-
ferent data sets (Figure 4), these differences propagate
to systematic variations in ®, and therefore PA. In par-
ticular, the angle ®, can vary from 18.56 to 25.90 deg
(Tables 3 and 4).
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Table 3. Best-fit Parameters of the Light-curve Model (uo > 0) for Individual Data Sets

Parameter OGLE KMTC KMTS KMTA
to (HID) 179.8290 + 0.0082 179.8135+ 0.0313 179.8279 + 0.0401 179.8406 + 0.0189
uo 0.01099 £ 0.00011 0.00745 £ 0.00432 0.00841 + 0.00472 0.00806 + 0.00112
tg (days) 93.57 £ 0.53 91.324+0.70 93.89 + 1.43 93.97 £ 0.74
TE,N 0.3559 4+ 0.0199 0.3076 4+ 0.0162 0.2463 4+ 0.0282 0.3182 4+ 0.0220
TE,E 0.1248 4+ 0.0039 0.1252 4 0.0047 0.1194 4+ 0.0088 0.1184 4+ 0.0050
x?/dof 542.9/541 600.8/632 329.3/329 417.2/417
TE 0.3772 £ 0.0178 0.3321 + 0.0150 0.2738 + 0.0263 0.3395 + 0.0200
D, (deg) 19.33 £ 1.52 22.15+1.37 25.90 4+ 2.93 20.41 +£1.78
u(1) 0.2601 4+ 0.0014 0.2661 4+ 0.0022 0.2593 4+ 0.0041 0.2592 + 0.0019
n(1) 0.5953 + 0.0016 0.5882 + 0.0026 0.5962 + 0.0048 0.5964 + 0.0023
$(1) (deg) 172.30 = 0.32 173.98 4 0.96 174.56 + 1.15 173.50 + 0.45
PA(1) (deg)  —168.37+1.83  —163.90+1.75  —159.58£3.50  —166.08 +2.17
u(2) 0.4254 4+ 0.0025 0.4328 4+ 0.0039 0.4354 4+ 0.0066 0.4204 4+ 0.0039
n(2) 0.4298 4+ 0.0021 0.4275 4+ 0.0037 0.4149 4+ 0.0073 0.4340 4+ 0.0033
#(2) (deg) 10.79 & 0.54 8.87 4 0.69 7.65 4 0.97 9.50 4 0.62
PA(2) (deg) 30.12 £+ 0.99 31.08 £ 1.11 33.62 +2.30 29.91 +1.23

Table 4. Best-fit Parameters of the Light-curve Model (ug < 0) for Individual Data Sets

Parameter OGLE KMTC KMTS KMTA

to (HID) 179.8150 £ 0.0082 179.8063 £+ 0.0304 179.8206 £+ 0.0393 179.8324 +0.0193
uo —0.01098 + 0.00010 —0.00798 + 0.00434 —0.00851 + 0.00461 —0.00799 + 0.00113
te (days) 93.29 £ 0.53 91.10 £ 0.73 93.68 £+ 1.45 93.75+0.78
TE,N 0.3699 4+ 0.0198 0.3172 £ 0.0176 0.2557 4+ 0.0299 0.3281 4+ 0.0219
TE,E 0.1243 4+ 0.0039 0.1252 4+ 0.0046 0.1190 4 0.0088 0.1183 4+ 0.0050
x?/dof 541.9/541 600.7/632 329.3/329 416.9/417
TE 0.3902 + 0.0178 0.3410 + 0.0165 0.2822 + 0.0277 0.3489 + 0.0201
O, (deg) 18.56 +1.43 21.55 +1.32 24.98 +2.93 19.84 £ 1.71
u(1) 0.2587 +0.0014 0.2655 + 0.0021 0.2588 + 0.0039 0.2584 + 0.0020
n(1) 0.5969 4+ 0.0017 0.5890 4+ 0.0024 0.5969 4+ 0.0045 0.5973 4+ 0.0024
o(1) (deg) 176.93 £ 0.32 177.18 £0.89 178.12 £0.93 176.89 £ 0.38
PA(1) (deg) —158.36 £ 1.12 —155.60 £ 1.55 —153.11 £ 2.85 —157.05 £ 1.47
u(2) 0.4235 4+ 0.0025 0.4319 4+ 0.0038 0.4178 4 0.0076 0.4194 4+ 0.0040
n(2) 0.4314 4+ 0.0021 0.4243 4+ 0.0032 0.4362 4+ 0.0064 0.4349 4+ 0.0034
#(2) (deg) 8.20 4 0.54 7.03 £ 0.57 5.54 4 0.80 7.58 £ 0.57
PA(Q) (deg) 10.36 £ 1.96 14.51 £1.65 19.44 + 3.48 12.25 +£2.24
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5. CLOSURE-PHASE MODELS

The VLTI/GRAVITY observations of OGLE-2023-
BLG-0061/KMT-2023-BLG-0496 provide a complemen-
tary view of the microlensing event. In particular, the
spatial resolution of the interferometer allows us to re-
solve the microlensed images, providing a precise mea-
surement of the angular Einstein radius. This informa-
tion is not included in the light curve of the event. We
first separately analyze the VLTI data collected during
epochs la, 1b, and 2, because they were taken at differ-
ent times and using different instrument configurations.
That will allow us to study the consistency between the
model parameters derived using different data sets and
the consistency with the light-curve model (Sections 5.1,
5.2, and 5.3). In Section 5.4, we combine all VLTI
data sets to derive the final parameters of the system.
The results presented in this section were independently
checked using the PMOIRED software® (Mérand 2022)
and we found virtually identical results.

5.1. No-lens-light Model

In the simplest case, if the lens is dark and there are
no other blended stars in the GRAVITY field of view,
the two images of the source created by microlensing
look like a mundane “binary star.” We start by fitting
such a simple binary star model to the closure-phase
data. We assume that both images of the source star
can be considered as point-like. We place the major
image in the origin of the coordinate system, whereas
the position of the minor image is parameterized by a
vector (Aa, Ad). If we denote the flux ratio between the
minor and major image as 7, then the complex visibility
is
1+ nexp (-2 (UAa + VAS))

V:
1+n

: (6)

where A\ is the wavelength of observations and (U,V)
is the separation of the telescopes in the UV plane.
The visibility can be calculated for all possible pairs
of telescopes (‘7172,‘7173,‘7174,. .., where the indices de-
note different telescopes). For a triangle of telescopes,
one can define the bispectrum as the product By 3 =
VLQVQ’S%J, and then the closure phase (denoted here-
after as T3) is the argument of this bispectrum T3; 23 =
arg (B1,2.3) (see, Dalal & Lane 2003). Closure phases
can be calculated for all possible triangles formed by
the telescopes of the interferometer. For VLTI, there are
four possible closure phases. In theory, one of them is
not independent. However, because the measured clo-

6 https://github.com/amerand /PMOIRED

Table 5. Best-fit Parameters of the Closure-phase Model
Without the Lens Light

Parameter Epoch 1a Epoch 1b Epoch 2

Ao (mas)  —0.760+0.012 —0.652+0.030  1.163 & 0.007
A6 (mas)  —2.467+0.018 —2.545+0.029  2.309 £ 0.022
n 0.6168 +0.0096 0.6358 + 0.0127  0.4414 + 0.0098
oo (deg) 7.04+0.33 2.76+046 2.56 + 0.26
s (mas) 2.58140.015  2.6274+0.022  2.585 + 0.020
PA (deg)  —162.87+0.36 —165.6340.77 26.74 +0.27
u 0.2424 £ 0.0075 0.2266 + 0.0107 0.4120 + 0.0119

0r (mas)

1.2814 £ 0.0066

1.3050 £+ 0.0107

1.2660 £ 0.0083

x?/dof

824.5/924

49.6/48

282.6/308

sure phases may be affected by noise in the data, we
employ all four closure-phase sets in the fits.

We first conduct the grid search to find the initial
parameters of the model. We keep the flux ratio fixed
ton = 0.591 (epoch 1) and n = 0.426 (epoch 2)—that is,
the best-fit values from the light-curve model (Table 2).
We then evaluate the goodness-of-the-fit statistic x2 on
a grid of 201 x 201 points uniformly distributed over the
range —10mas < (Aa,Ad) < 10mas. For each case,
we find there is only one significant minimum of the y?
surface.

We then refine the results of the grid search by allow-
ing all parameters to vary. This is achieved by maximiz-
ing the log-likelihood function defined as

14nexp A
Inf=-—- Z Z
2 i=1 j=1

ANexp A

—% > In(a(T3) +03) .

i=1 j=1

(T3’Lj o T3$0d81)2
o(T3)3; + o3

(7)

where neyp is the number of exposures in the epoch and
A is the number of spectral channels. Because the er-
ror bars calculated from the pipeline may be underesti-
mated, we add a constant error term og in quadrature.
The best-fit parameters and their uncertainties are cal-
culated using the Markov Chain Monte Carlo (MCMC)
algorithm coded by Foreman-Mackey et al. (2013). We
assume flat (noninformative) priors on all parameters of
the model.

The results of the fits—separately for VLTI epochs
la, 1b, and 2—are reported in Table 5. The best-fitting
closure-phase models are shown in Figures 5 and 6.
In addition to four model parameters, we report four
derived quantities: the separation between the images
s = VAa? 4+ Ad?, their position angle (north through
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Figure 5. Closure-phase data for the VLTI epoch 1. The colored solid lines mark the best-fit microlensing model without the

lens light.

east) PA = arctan Aa/AJ, the source-lens separation
u (in Einstein radius units), and the angular Einstein
radius Og. The latter quantity is calculated using the

formula
syl/4

derived under the assumption that the flux ratio be-
tween the microlensed images determines their separa-
tion in Einstein radius units. Similarly, the source—lens
separation is

Or (8)

_1_\/77- (9)

U= i/

The results of the fits to the individual epoch 2 exposures
are presented in Table 6.

There is some tension between the medium- and low-
resolution interferograms obtained during epoch 1: the
measured A« position differs by 3.30, the Ad posi-
tion by 2.30, and the position angle by3.20. On the
other hand, the inferred angular Einstein radii are for-
mally consistent between the three different data sets,
although the differences between individual measure-
ments can amount up to 1.50-2.90. These tensions in-
dicate that at least one of the analyzed data sets may
suffer from unaccounted-for, low-level systematic errors.
Another explanation involves possible correlated noise
in the closure-phase data that was not taken into ac-
count in evaluating the likelihood function (see Kam-
merer et al. 2020). Thus, the error bars reported in
Tables 5 and 6 may be underestimated.

Further checks are possible because the flux ratio 7
and position angle PA of the images can be indepen-
dently measured using the light-curve data (Section 4).
In particular, there are two possible light-curve models
differing by the sign of ug, which predict the position an-
gles of the microlensed images as (—164.8°,31.5°) (pos-
itive ug) or (—156.6°,14.3°) (negative ug), during the
VLTI epochs 1 and 2, respectively. The measured an-
gles (—162.9°,26.7°) (Table 5) seem to favor the ug > 0
model.

However, while the light-curve and closure-phase mod-
els agree well for epoch 1, the expected position an-
gles differ by almost 4.8° (that is, 7.50) during epoch
2. That is illustrated in Figure 7, which presents lo,
20, and 30 confidence ellipses in the (PA,7n) plane. The
gray contours mark the constraints from three different
VLTI data sets, whereas the black contours are calcu-
lated based on the light-curve model (ug > 0). The blue,
red, green, and orange contours mark the constraints on
(PA,n) from OGLE, KMTC, KMTA, and KMTS data,
respectively.

The position angle of the images measured from in-
terferometric observations can be projected onto the
(me,~N,7E,E) plane (Figure 4). The dotted and dashed
lines in this figure correspond to the best-fitting values
of the PAs during epochs la and 2, respectively. The
dashed line does not intersect color contours from the
light-curve model, which further exemplifies the tension
discussed above.
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lens light.
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The light-curve model also predicts the flux ratios be-
tween the microlensed images: n = 0.5907 £ 0009 for
epoch 1 and n = 0.4264 4+ 0.0013 for epoch 2. The for-
mer value is in 2.70-3.50 tension with the closure-phase
fits to epoch la and 1b data, respectively.

5.2. Luminous Lens Model

Despite the slight tensions discussed above, the sim-
ple binary star model overall describes the closure-phase
data well (Figures 5 and 6). We now modify the model
to include the possibility of blended light coming from
the lens itself or a luminous companion (either to the
lens or source). We change the primary parameters of
the model to the lens—source separation u, the position
angle of the lens relative to the source PA (which is
equal to the position angle of the minor image relative
to the major image), and the angular Einstein radius g,
which provide a more natural description of a microlens-
ing event than the binary star model parameters. We
keep g fixed at 6.990, 2.593, and 2.509 deg for epochs
la, 1b, and 2, respectively.

We first consider models with a luminous lens. We
place the lens in the origin of the coordinate system and
calculate the positions of the minor and major image
relative to it (Dong et al. 2019). We parameterize the
ratio of the lens flux to the (unmagnified) source flux as
ULS

We find that the closure-phase data do not provide
strong evidence for the light from the lens. Including
the lens light in the fits improves the x? by 1.3, 0.1,
and 0.9 for epochs 1a, 1b, and 2, respectively. The cor-
responding 95% upper limits on 7, are 0.74, 0.81, and
0.44, respectively. Moreover, we notice that the lens flux
is correlated with the projected lens—source separation
(and so the flux ratio between the microlensed images)
and the angular Einstein radius.

Thus, we explore the possibility that the light from
the lens may be a source of the tensions between the
photometric and interferometric data discussed above.
We repeat the modeling, taking into account the priors
on u from the light-curve model. The best-fit parameters
are reported in Table 7. While the tension between u
determined from the light-curve model and that from
the closure-phase model is removed, the position angles
are still slightly different.

5.3. Luminous Blend Model

We also consider the model with a luminous blend,
which has two additional parameters compared to the
luminous lens model, the offset of the blend (Aay,, Ady)
relative to the lens in the sky. We searched for possible
blends on a grid of 201 x 201 positions uniformly spread

over the range —20 < Aaqyp, Ad, < 20mas. We kept
the position of the blend fixed but allowed the other
parameters (u, PA, g, and n,) to vary. The best-fit
parameters were found using a downhill approach using
the Nelder—Nead algorithm. We adopted a prior on the
lens—source separation u from the light-curve model, and
we required 7, > 0.

The grid search results for the epoch 2 data are pre-
sented in Figure 8. There is only one local minimum
around (Aay, Adp) = (—6.0,15.8) mas that may be sta-
tistically significant (the x? statistics is improved by
Ax? = 26.6). We explored this local minimum using
the MCMC approach and found v = 0.4295 4+ 0.0016,
PA = 26.00 + 0.24deg, 0 = 1.2672 + 0.0054 mas,
Aap, = —5.91 & 0.18 mas, Adp, = 15.73 = 0.32mas, and
np = 0.0426 4+ 0.0094. Thus, even if we consider this
solution statistically significant, the blend does not ex-
plain the tension between the position angle measured
using the light-curve and interferometric data.

5.4. Final Closure-phase Models

Finally, we measure the angular Einstein radius of the
event g using all VLTI data combined. The baseline
model has five parameters: the source—lens separations
u and position angles of the images PA during epochs
1 and 2 and 0g (the same during both epochs). To
estimate the impact of systematic errors on the parame-
ter uncertainties, we employ the bootstrapping method
(e.g., Efron 1979; Kervella et al. 2004; Lachaume et al.
2019). This involves randomly selecting eight VLTI in-
terferograms (with replacement), feeding them to our
fitting routine, and then repeating the procedure multi-
ple times (in this case, 5000 times), to obtain the multi-
variate probability density function for the parameters
of the model. Such a procedure enables us to retrieve
more realistic uncertainties on the model parameters.
The results of the bootstrapping method are reported
in the second column of Table 8.

We then repeat the modeling, allowing an additional
flux from the lens. We consider two models: with and
without the prior on w from the light-curve model (the
third and fourth columns of Table 8.) As in Section 5.2,
we find that including the lens light does not signifi-
cantly improve the fits, and we can only measure upper
limits on 7y, (95% confidence).

6. PHYSICAL PARAMETERS OF THE LENS

The mass and distance to the lens can be obtained

from 5
E au
M=— = 10
I<67TE’ ! WEQE—i—au/DS’ ( )

where Dy ~ 8kpc is the source distance. As the inter-
ferometric data do not provide strong evidence for the
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Figure 7. Constraints on the flux ratio and position angle of the microlensed images measured from the VLTI data (gray
contours). The colored contours mark the constraints from the individual photometric data sets (blue—OGLE; red—KMTC;
orange—KMTS; and green—KMTA), while the black contours are measured using all photometric data combined.

Table 6. Best-fit Parameters of the Closure-phase Model for Individual Epoch 2 Data Without the Lens Light

Parameter Epoch 2a Epoch 2b Epoch 2¢ Epoch 2d Epoch 2e Epoch 2f

Aa (mas) 1.114 4+ 0.016 1.165 4+ 0.017 1.200 £+ 0.015 1.200 £+ 0.012 1.115 4+ 0.022 1.179 4+ 0.018
Ad (mas) 2.429 4+ 0.085 2.374 + 0.082 2.252 + 0.054 2.283 4+ 0.054 2.248 + 0.045 2.335 + 0.054
n 0.4010 + 0.0238  0.4300 + 0.0253 0.4698 4+ 0.0253 0.4440 4+ 0.0248 0.3649 + 0.0306  0.4289 + 0.0244
oo (deg) 1.3575:%2 2.237107 3.53170:52 1.34703%8 0.560% L71558
s (mas) 2.672 4+ 0.079 2.644 + 0.075 2.552 +0.047 2.579 + 0.048 2.509 4+ 0.035 2.615 £ 0.047
U 0.4608 + 0.0295 0.4252 +0.0292 0.3800 4 0.0283 0.4083 4+ 0.0269 0.3649 + 0.0306 0.4289 + 0.0244
PA (deg) 24.64 +0.77 26.13 4+ 0.80 28.04 + 0.65 27.71 +0.60 26.36 +0.82 26.77 £ 0.70
6 (mas) 1.3021 +0.0343 1.2933 +0.0328 1.2535 +0.0201 1.2633 +0.0199 1.2342+ 0.0142 1.2790 + 0.0193
x?/dof 51.6/48 50.6/48 47.5/48 40.2/48 28.6/48 46.5/48

Table 7. Best-fit Parameters of the Luminous Lens Closure-
phase Model

Table 8. Final Closure-phase Models

Parameter No Blend Luminous Lens Luminous Lens
Parameter Epoch 1a Epoch 1b Epoch 2 .
(4 Prior on u)
U 0.2640 + 0.0008 0.2640 + 0.0008 0.4294 + 0.0016 1 02317 10,0125 0.2550 10,0217 0.9634 % 0.0002
PA (deg) —162.88+0.36 —165.67 +0.72 26.77 £0.26 :)(A )1 4 ) 16317 i 100 ) 163 68i. 129 ) 163.31 i 0.81
fp (mas)  1.3266 +0.0114 1.3844+0.0171 1.2868 + 0.0066 (2() ) (deg) 074286. L ooian 074746 o0 074306; 00004
b 0.215 +0.078 0.370 £ 0.102  0.0662 &+ 0.0394 ' ' ' ' ' '
PA(2) (deg) 26.40 + 0.45 26.79 + 0.51 26.60 £ 0.60
n 0.5907 +0.0009 0.5907 4+ 0.0009 0.4264 + 0.0013
9 fr (mas) 1.2802 4+ 0.0085 1.3239 +0.0351 1.3082 + 0.0110
x*/dof 824.4/924 49.6/48 282.6/308
s < 0.36 < 0.23

light from the lens, we adopt g = 1.2802 4 0.0085 mas
(Table 8) as our final measurement.

Using g =

0.3330 £ 0.0084, we find M = 0.472 £ 0.012 Mg, el =
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Figure 8. Detection map for possible luminous blends in
the VLTT epoch 2 data. The color codes the y? improvement
over the model without the blend. The lens is located at the
origin of the coordinate system.

0.426 + 0.011mas, and D; = 1.81 £ 0.05kpc. The lens
is, therefore, most likely a main-sequence star located
in the nearby Galactic disk. Alternatively, it may be a
white dwarf. The mass function of field white dwarfs
peaks at approximately 0.6 M and falls steeply toward
lower masses (e.g., Tremblay et al. 2016; Torres el al.
2021; Cunningham et al. 2024). Because white dwarfs
less massive than 0.5 M are much less frequent than
main-sequence stars of that mass, we find this possibil-
ity unlikely.

If the lens is a main-sequence star, its absolute mag-
nitude is My = 5.76 £ 0.04 (Pecaut & Mamajek 2013),
and its apparent K-band magnitude is 17.20 £ 0.07, as-
suming K-band extinction of 0.15 mag toward the lens
(Nataf et al. 2013). That corresponds to n, ~ 0.03 in
the K band, consistent with the limits on the lens flux
from the VLTI data.

The trajectory of the source in the sky is presented in
Figure 9 by a gray solid line. The open symbols (red
square and blue circle) mark the positions of the source
during the two epochs of VLTI observations, whereas
the filled symbols mark the positions of the images of
the source.

7. DISCUSSION AND CONCLUSIONS

The start of the scientific operations of GRAVITY
Wide opens up completely new possibilities for the
follow-up of microlensing events. Only very few of the
brightest events could have been observed with the stan-
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Figure 9. Geometry of the event. The gray solid line marks
the trajectory of the source relative to the lens (black cross)
in the sky. The open symbols (red square and blue circle)
mark the positions of the source during the two epochs of
VLTI observations. The filled symbols (red squares and blue
circles) mark the positions of the two images of the source ob-
served during epoch 1 and epoch 2, respectively. The dashed
circle shows the Einstein radius.

dard on-axis GRAVITY mode. In contrast, GRAVITY
Wide observations provide the opportunity for studies of
a large sample of events and measurements of masses,
distances, and transverse velocities of isolated objects,
including neutron stars and black holes. Interferomet-
ric observations are very efficient at the same time—
only a 1 hr exposure is sufficient for determining the
angular Einstein radius. That is in stark contrast to
astrometric microlensing measurements, which require
time-consuming monitoring lasting several years (Sahu
et al. 2022; Lam et al. 2022). Astrometric measurements
are also more susceptible to systematic errors due to
blending than interferometric observations (Mroz et al.
2022). Thus, as argued by Gould (2023), interferomet-
ric observations with GRAVITY Wide (and its succes-
sor, GRAVITY+) hold promise for routine detections of
isolated neutron stars and stellar remnants.

In this paper, we report the first successful observa-
tion of a microlensing event with GRAVITY Wide and
the resolution of microlensed images in the event OGLE-
2023-BLG-0061/KMT-2023-BLG-0496. These observa-
tions serve as a test bed for verifying the capabilities of
the new instrument. In particular, some observations
were carried out using the low-resolution mode, which
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had never been tried before with GRAVITY Wide. The
comparison of medium- and low-resolution interfero-
grams (epochs la and 1b) reveals low-level systematic
differences between the inferred parameters of the lens-
ing system (Table 5). Similar systematic differences can
be seen in models fitted to individual exposures taken
during epoch 2 (Table 6). Judging from Figures 5 and 6,
the systematic and correlated errors in the closure phase
data can reach up to 5-10deg. We defer a detailed in-
vestigation of the systematic errors in the closure-phase
data to a separate study.

We use the bootstrapping method to deal with these
systematic and correlated errors. Thanks to the large
number of observations, we are still able to measure
the angular Einstein radius with a subpercent precision,
O = 1.2802 £ 0.0085 mas. By combining the informa-
tion from the light-curve and the closure-phase data, we
measure the mass of the lens with a precision of 2.6%,
M =0.472 +0.012 M.

Independent tests of the accuracy of the closure-phase
model are possible with the light-curve model. The
model of the microlensing event light curve predicts the
brightness ratio of the microlensed images and their po-
sition angle in the sky. While the predicted flux ratio
matches that inferred from the closure-phase data rea-
sonably well (Figure 7), there is a tension in the position
angles measured using the epoch 2 data. This tension
cannot be explained by additional blended light in the
closure-phase data (Section 5.3).

One possible explanation for this systematic difference
is the unaccounted-for systematic errors in the closure-
phase data. Alternatively, the problem may lie in the
light-curve model. However, we find this unlikely, be-
cause the residuals from the best-fit light-curve model
are smaller than ~ 0.01 mag, and there is no strong
evidence that the light-curve model is inadequate. A
binary-lens model can be ruled out, because the bi-
nary lens would produce additional images of the source,
which should have been detected in our grid search.
Still, the unaccounted-for orbital motion of the source
(the “xallarap effect”) could, in principle, partly explain
the discrepancy. The xallarap effect would not create ad-
ditional images but would deflect the path of the source
on the sky. Our modeling, however, does not provide
strong evidence for xallarap in the light-curve data (Ap-
pendix A).

The additional testing of the model presented in
this paper will be possible thanks to the data from
the Gaia satellite (Gaia Collaboration et al. 2016).
OGLE-2023-BLG-0061/KMT-2023-BLG-0496 was ob-
served and alerted by the Gaia Photometric Science
Alerts system (Hodgkin et al. 2021) as Gaia23ckg.

Time-series astrometric data collected by Gaia, when
made public later this decade, may reveal deflection due
to astrometric microlensing effects and enable indepen-
dent measurements of the angular Einstein radius.
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APPENDIX

A. XALLARAP MODELS

In this section, we explore whether the orbital motion of the source (xallarap effect) can explain the discrepancy
between the position angle of the microlensed images measured using VLTI data and calculated from the light-curve
model. Compared to the standard point-source point-lens model, models including the xallarap effect have seven
additional parameters describing the shape of the source’s orbit. These are P¢ — the orbital period; a¢ — the semimajor
axis (expressed in Einstein radius units); ¢ — the inclination of the orbit; Q¢ — the longitude of the ascending node of
the orbit; ug — the argument of latitude at the reference epoch (which is taken to be tg ¢ = to par); €c — the eccentricity
of the orbit; and we — the argument of periapsis of the orbit.

For simplicity, we consider only circular orbits, keeping e = 0 and we = 0. We also assume that the companion
to the source is dark, given there is no strong evidence for the additional light in the VLTI data (Section 5.3). We
employ the MULENSMODEL package by Poleski & Yee (2019) to calculate the source trajectory and magnification.

We search for best-fit xallarap models on a grid of orbital periods P spanning from 10 to 251 days. We keep
the orbital period fixed, but the remaining parameters (ae, i¢, ¢, ue, and the standard microlensing parameters)
are allowed to vary. The best-fit parameters are found using the MCMC approach (Foreman-Mackey et al. 2013).
Simultaneously, we calculate the position angle of the minor image relative to the major image during the two epochs
of VLTI observations (Section 4). We assume uniform priors on all parameters.

The results of our calculations for the OGLE data are presented in Table 9, where we report the y? statistic of the
best-fit model and the predicted position angles. There is no strong evidence for xallarap in the data. The best-fit
model, for the orbital period of P: = 79.4 days, is favored over the model without xallarap by only Ax? = 11.6, which
is not statistically significant given the increased number of free parameters. The predicted position angles are all
similar to those calculated using the standard point-source point-lens model. However, their uncertainties are typically
larger, which quantifies the additional degrees of freedom on the position of the source due to orbital motion.

Table 9. Results of Xallarap Fits to the OGLE Data

P(days)  x*  PA(1) (deg)  PA(2) (deg)
No xallarap 542.9 —168.37£1.83 30.12+0.99

10.0 539.6 —168.75+1.57 29.07 £5.48
12.6 540.5 —168.69 £1.30 27.25£5.47
15.8 538.5  —168.73+£1.63 29.37+5.42
20.0 538.6  —168.51 £1.37 28.89 £ 5.36
25.1 540.3 —168.11+£1.45 29.69 £ 5.50
31.6 541.3  —168.24+1.42 29.26 +5.20
39.8 534.0 —168.79£2.46 29.07+5.22
50.1 5329  —169.33 £2.87 29.68 +4.59
63.1 534.0 —169.34 £3.86 29.39 £5.87
79.4 531.3  —169.42£2.80 29.90 £ 5.43
100 531.5 —169.85+10.16 29.40£5.17
126 5372 —169.39£29.20 29.12+5.49
158 541.1  —168.72£6.08 29.29 £ 5.32
200 540.2 —168.40+£29.12 29.76 £5.17

251 540.7  —168.44£3.96 29.40+ 5.46




