Supervised Neural Topic Modeling with Label Alignment

Ruihao Chen', Hegang Chen!, Yuyin Lu', Yanghui Rao'*, Chunjiang Zhu?*
School of Computer Science and Engineering, Sun Yat-sen University, Guangzhou, China
?Department of Computer Science, University of North Carolina at Greensboro, USA
{chenrh29, chenhg25, luyy37}@mail2.sysu.edu.cn,

raoyangh@mail.sysu.edu.cn,chunjiang.zhuluncg.edu

Abstract

Neural topic modeling is a scalable auto-
mated technique for text data mining. In
various downstream tasks of topic modeling,
it is preferred that the discovered topics well
align with labels. However, due to the lack
of guidance from labels, unsupervised neu-
ral topic models are less powerful in this
situation. Existing supervised neural topic
models often adopt a label-free prior to gen-
erate the latent document-topic distributions
and use them to predict the labels and thus
achieve label-topic alignment indirectly. Such
a mechanism faces the following issues: 1)
The label-free prior leads to topics blend-
ing the latent patterns of multiple labels; and
2) One is unable to intuitively identify the
explicit relationships between labels and the
discovered topics. To tackle these problems,
we develop a novel supervised neural topic
model which utilizes a chain-structured graph-
ical model with a label-conditioned prior.
Soft indicators are introduced to explicitly
construct the label-topic relationships. To ob-
tain well-organized label-topic relationships,
we formalize an entropy-regularized optimal
transport problem on the embedding space
and model them as the transport plan. More-
over, our proposed method can be flexibly
integrated with most existing unsupervised
neural topic models. Experimental results on
multiple datasets demonstrate that our model
can greatly enhance the alignment between
labels and topics while maintaining good
topic quality.

1 Introduction

Topic modeling (Blei et al., 2001; Srivastava and
Sutton, 2017) aims to uncover the latent semantic
structure within a corpus, which has been applied
in various downstream tasks, such as social event
analysis (Xue et al., 2020) and opinion mining
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(Vamshi et al., 2018). A topic is typically de-
scribed as a probability distribution over words.
When conducting topic modeling, we often fo-
cus on the extent to which the discovered topics
are meaningful and easy to understand, i.e., the
interpretability of topics. To assess it, the topic
coherence and many other evaluation have been
developed (Lau et al., 2014; Roder et al., 2015).
However, a high coherence score of topics is of-
ten insufficient to indicate that they are ‘‘good”’
topics (Hoyle et al., 2021, 2022). Considering that
the human-defined labels describe some inherent
patterns within the documents. we expect to iden-
tify the relationships between labels and the
discovered topics, namely, achieve label-topic
alignment. This will facilitate better understand-
ing of the discovered topics, especially in the area
of content analysis (Hoyle et al., 2022). For ex-
ample, the movie reviews in the IMDB dataset
(Maas et al., 2011) are categorized by their sen-
timent orientations (positive or negative), and we
are interested in what a ‘‘positive/negative’’ topic
is like. Unfortunately, due to the lack of guidance
from manually defined labels, it is challenging for
topics discovered by unsupervised topic models to
be consistent with them. In response to this, sev-
eral supervised topic models have been developed
(Mcauliffe and Blei, 2007; Card et al., 2018). The
fundamental idea behind most of them is to pre-
dict labels through document-topic distributions.
However, they are faced with the following chal-
lenges: 1) A label-free prior p(z), which treats
each topic evenly, is often adopted to generate
the latent topics z; for each word (see Figure 1a).
As the generated topics are not specific to the
label y, this will blend the semantics of multiple
categories. 2) Under the label-free prior, they are
not able to construct the label-topic relationships
explicitly and thus fail to provide an intuitive
view of the relationships between labels and top-
ics. While there are statistical topic models based
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Figure 1: The generative process of documents un-
der (a) label-free prior p(z) and (b) label-conditioned
prior p(z|y), where w,z,y represent words, topics,
and labels, respectively, and different colors represent
different labels.

on Gibbs sampling that explicitly construct the
label-topic relationships (Ramage et al., 2009),
they suffer from inflexible model-specific deriva-
tions and slow inference speed. They are not
neural topic models (NTMs) and do not lever-
age the advantages of deep generative models
like variational autoencoder (VAE) (Kingma and
Welling, 2014; Srivastava and Sutton, 2017).
Given the challenges mentioned above, it is de-
sirable that a label-conditioned prior is utilized.
Under such a prior p(z|y), label-specific topics
will be generated (see Figure 1b). Motivated by
this, we propose a novel supervised NTM, La-
bel Aligned Neural Topic Model (LANTM).!
First, within the framework of VAE, we intro-
duce a novel chain-structured graphical model
that incorporates a label-conditioned prior. Sec-
ond, we propose to conduct inference under
soft label-topic indicators. In order to obtain
well-organized label-topic relationships, we then
formalize an entropy-regularized Optimal Trans-
port (OT) problem on the embedding space and
model the label-topic relationships as the trans-
port plan. Besides, we propose to reconstruct
the label-specific pseudo-documents to allow the
label-topic distributions to capture the semantics
of labels. The main contributions of this paper are
as follows:

e We propose a novel graphical model for su-
pervised neural topic modeling, where latent

'0ur codeis availableat ht tps: //github.com/Rio
-Chan-0119/LANTM.
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topics are generated from a label-conditioned
prior. The inference is conducted under
soft indicators that explicitly describe the
relationships between labels and topics.

e We formalize an entropy-regularized OT
problem on the embedding space and model
the label-topic relationships as the trans-
port plan to obtain well-organized label-topic
relationships. To enable the label-topic dis-
tributions to capture the label semantics, we
propose to reconstruct the pseudo-documents
specific to each label.

e Our proposed model can be flexibly in-
tegrated with most existing unsupervised
NTMs based on VAE.

e Experimental results on multiple datasets
show that our proposed model can achieve
better label-topic alignment without compro-
mising the topic quality.

2 Related Work

2.1 Neural Topic Model

Most statistical topic models like LDA (Blei et al.,
2001) and HDP (Teh et al., 2004) treat topics
as latent variables and infer model parameters
using Gibbs sampling. Their most significant is-
sues lie in the need for model-specific derivations
and long training time. NTMs (Miao et al., 2016;
Srivastava and Sutton, 2017; Miao et al., 2017)
overcome these issues by utilizing VAE. To take
a step further, ETM (Dieng et al., 2020) enhances
the expressive power of topic models by mapping
topics and words into the same embedding space.
Based on ETM, numerous NTMs have been de-
veloped (Zhao et al., 2021; Wang et al., 2022; Wu
etal., 2023). ECRTM (Wu et al., 2023) introduces
embedding cluster regularization to alleviate the
well-known issue of topic collapsing in NTMs.

2.2 Supervised Topic Model

A supervised topic model involves document
metadata (not limited to document categories)
during training. SLDA (Mcauliffe and Blei, 2007)
is a classical supervised topic model where meta-
data is generated from the empirical topic mixture
distribution of documents. Based on sLDA, Disc-
LDA (Lacoste-Julien et al., 2008), and MedLDA
(Zhu et al., 2009) conduct training in different
manners. The former attempts to maximize the
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conditional likelihood of metadata, while the lat-
ter jointly trains LDA with SVM utilizing the
max-margin principle. The supervised topic mod-
els mentioned above do not explicitly establish
the label-topic relationships, while Labeled LDA
(Ramage et al., 2009) does. Labeled LDA assumes
a one-to-one correspondence between labels and
topics. In addition, hLLDA (Petinot et al., 2011),
HSLDA (Perotte et al.,, 2011), and SSHLDA
(Mao et al., 2012) consider the association of
hierarchical labels with latent topics.

Given the greater advantages of neural topic
models compared to statistical ones, there is also
a movement towards combining neural networks
with supervised topic models. sSNTM (Cao et al.,
2015) and SLTM (Huang et al., 2018) learn top-
ics in a non-Bayesian manner utilizing neural
networks. SNTM uses a fully connected network
to predict labels from document-topic distribu-
tions, while SLTM employs a Siamese network
to explicitly distinguish the current document
from negative sample documents during training.
SCHOLAR (Card et al., 2018) simultaneously re-
constructs documents and labels. Similar to most
supervised topic models, SCHOLAR predicts la-
bels using document-topic distributions, indirectly
aligning the inferred topics with labels. In contrast,
our proposed model assumes that topics are under
the control of labels and explicitly constructs the
label-topic relationships.

3 Background

Consider a document collection X with V
unique words. Each document in X is typi-
cally represented by a bag-of-words (BoW) vector
x € RY and a latent distribution over K topics
(i.e., the document-topic distribution), denoted
by z = (z1,...,25) € RE. Each topic de-
scribes a specific semantic concept, and the k-th
topic is regarded as a distribution over words
(i.e., the topic-word distribution), denoted by
Br = (Bk1,---,Bky) € RY. State-of-the-art un-
supervised NTMs (Dieng et al., 2020; Zhao et al.,
2021; Wu et al., 2023) utilize topic embeddings
T = (t1,...,tx) € R¥*K and word embed-
dings W = (w1, ..., wy) € RF*V in the same
H-dimensional embedding space £ to compute
Biv according to the similarity metric (like inner
product) between t;, and w,.

NTMs utilize neural networks to infer the la-
tent document-topic distribution (Srivastava and
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Sutton, 2017). Most existing NTMs are based on
the VAE framework, where latent variables are in-
terpreted as topics. An unsupervised VAE-based
NTM often firstly assumes that the latent
document-topic distribution z lying within a prob-
ability simplex A® = {z € RE|>, 2z, =1} is
drawn from a label-free prior p(z), then it gen-
erates the BoW vector x conditioned on z, i.e.,
from p(x|z). In this setting, the joint distribution
p(x, z) can be factorized by p(x,z) = p(z)p(x|z).
To approximate the intractable posterior distribu-
tion and thus calculate ELBO, the variational
distribution ¢(z|x) is introduced in VAE.

Supervised NTMs involve the label of each
training document (e.g., sentiment) in the gen-
erative process. Suppose that the label set )
has C labels. Consider the observations O =
{(xi, )}, in this context, where y € ) denotes
the assigned single label of x. SCHOLAR (Card
et al., 2018), a classic supervised NTM utilizing
a forked graphical model y +— z — x, assumes
that labels are generated from topics.?> This im-
plies that z is drawn from a label-free prior p(z)
without being constrained by y in the generative
process.

It is questionable whether such z in SCHOLAR
can actually capture topic information aligned
with y. This motivates us to rethink the generative
process and propose a novel supervised NTM,
where z is drawn from a label-conditioned prior

p(z[y).

4 LANTM: Label Aligned Neural
Topic Model

In this section, we propose LANTM, a novel su-
pervised NTM for label-aligned topic discovery.
We start by discussing the generative process. We
then introduce soft indicators to model the varia-
tional distribution and the label-conditioned prior.
In order to enforce well-organized label-topic re-
lationships, we formalize an entropy-regularized
Optimal Transport (OT) problem and model the
label-topic relationships as the transport plan. Ul-
timately, we describe the parameter inference for
LANTM, and discuss how to conduct inference in
the absence of labels.

2In fact, supervised signals can serve as either labels or
covariates in SCHOLAR. In this paper we focus on the former
scenario and disregard metadata serving as covariates.
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Figure 2: Graphical models of (a) SCHOLAR and (b)
LANTM (ours). Solid arrows denote generative model
and dashed arrows denote inference.

4.1 Generative Process

Different from the forked graphical model adopted
by SCHOLAR, we introduce the label guidance
by setting the graphical model of LANTM to be a
chain,i.e.,y — z — x. Thus, the joint distribution
p(x,y,z) can be factorized as follows:

p(x,9,2) = p(y)p(zly)p(x|z). )

Figure 2 shows the graphical models of the
classic supervised NTM, i.e., SCHOLAR (Card
et al., 2018), and our proposed LANTM. The
motivation behind the chain-structured graphical
model adopted by our LANTM is that the topics
are generated under a label-conditioned prior so
that they are specific to the label.

Next we deal with the objective function. We
define p(y) to be a discrete uniform distribution:

p(y) = Cat(1c/0), 2

where Cat(-) denotes the categorical distribution.
1¢ is a C-dimensional all-one vector. With this
definition, we use the following loss function
L(x,y) to maximize ELBO:

L(x,y) = Dxv[q(z[x,y) || p(z|y)]

3)
— Ey(g/x ) [log p(x|2)],

where Dy denotes the KL divergence between
two distributions. We can easily derive the
ELBO (the derivation is given in Appendix A):
log(x,y) > —L(x,y) + log p(y), where log p(y)
is a constant. £(x,y) is similar in form to the
loss function of the original VAE (Kingma and
Welling, 2014), as both are composed of a KL
divergence term and a reconstruction term, and
document reconstruction relies solely on latent
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variables z. The difference between these two lies
in that our supervised model utilizes a variational
distribution and a prior additionally conditioned
on label y, namely, ¢(z|x, y) and p(z|y).

Intuitively, the KL divergence term in Eq. (3)
drives ¢(z|x,y) towards p(z|y) which varies for
different labels. In contrast, SCHOLAR min-
imizes the KL divergence between ¢(z|x,y)
and p(z), where p(z) is typically an isotropic
Gaussian distribution. Such a label-free prior
fails to distinguish the document-topic distribu-
tions of documents with different labels, making
it challenging to learn topics that align with
the labels.

4.2 Inference with Soft Indicators

In this section, we present the formulations of
q(z|x,y) and p(z|y). How to maximally dis-
tinguish documents with different labels on the
probability simplex AX? A natural idea is to
ensure that each topic is activated only when a
specific label is observed during inference.

To this end, we introduce a soft indicator A\, €
[0, 1] to represent the degree to which the k-th topic
is activated given the associated label 31.> A value
of A\yr = 1 means that the k-th topic is fully
activated, whereas A, = 0 indicates the k-th
topic is dummy under label y. Then, we model

q(z|x,y) and p(z|y) by

q(z|x,y) = LN (n +1n X, ., Z) “4)
p(zly) = LN (g +In Xy, o),  (5)

where LN(-,-) denotes the logistic normal
distribution. A,. = (Ay1,...,Ay,Kx) is the in-
dicator vector for y with respect to each topic.
p = fu(x;0,) and ¥ = fy(x;0x) are the
mean and diagonal covariance matrix encoded
by x, while p; and X, are determined by
Laplace approximation (Hennig et al., 2012) with
hyperparameter a.

To see why it works, consider the latent nor-
mal logits r = (71,...,7x) ~ N(u, X) that are
independent of y. We draw the document-topic
distribution z from ¢(z|x, y) with r by

2 = [Softmax(r +1n Ay )],
__ Aykexp(ry) (6)
> ko1 Ay exp(r)

3With a slight abuse of notation, we use y to denote the
corresponding label’s index.
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We can see that, after the softmax transfor-
mation, the additive term In )\, ; becomes the
coefficient for exp(ry ). This coefficient dominates
the allocation of each topic in z, with topics not
under y being assigned almost negligible weights.

4.3 Embedding-based Label-topic
Relationship Modeling

We can determine the label-topic relationships
in a flexible manner. For instance, for
the label-topic indicator matrix A =
A1, A k) € [0,1]9K where X, =
(A k,---»ACk), We can set it as a hyperparame-
ter, or treat it as a learnable parameter. Considering
the recent advance in topic modeling that uses the
similarity between topic and word embeddings
to compute the topic-word distribution {3}
(Dieng et al., 2020), we decide to utilize label
embeddings L = (13,...,1g) € R¥*C on the
same embedding space £ as topic embeddings to
compute .

However, unlike the topic-word distribution, we
expect the topics to capture the semantics specific
to each label as much as possible, thereby achiev-
ing alignment between labels and topics. Also,
the emergence of super categories that dominate
the majority of topics is undesirable, as it may do
harm to the topic discovery of other categories. So
we define A as well-organized if

1. (Sparsity) A?k,lc = 1 and X, is sparse for
allk € [1,2,...,K].

2. (Balanced Assignment) N, = )\5,1 K 1s rel-
atively balanced across different y’s, where
Ny is the “‘number’’ of topics assigned to
label y.

Sparsity of well-organized A means that each
topic is assigned to only one label, while balanced
assignment aims to avoid super categories. In-
spired by Transport Plan Dependency proposed
in Wu et al. (2024), we formalize an entropy-
regularized Optimal Transport (OT) problem
(Cuturi, 2013) in Section 4.3.1 on the embed-
ding space £ and use the transport plan to obtain
well-organized A.

4.3.1 Formalization of the OT Problem

Consider two probability measures: the source
measure T = 25:1 syd1, on label embeddings
{ly}g’;l C & and the target measure v =
SO, tkdy, on topic embeddings {t;}5, C &,
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where ¢, denotes the Dirac delta funtion on z.
Under a cost matrix C € RS, we aim to find
a transport plan P* € [0,1]°*X that meets the
marginal constraints and minimizes the objective
function which includes both the total transport

cost and an entropic regularization term:

1
P* = argmin (P,C) — —-h(P)
Pe[0,1]CxK €

(7
st. Plg = S,PTlc =t,

where (-, -) denotes the Frobenius inner product.
1/e > 0 is the weight of the entropic regulariza-
tion term. h(P) = —3° , Py logPy is the
entropy of the joint distribution identified by
P.s = (s1,...,8¢) and t = (ty,...,tx) are
probability vectors corresponding to T and v, re-
spectively. We use Sinkhorn’s Algorithm (Cuturi,
2013) to compute P*, which is an algorithm for
computing entropy-regularized transport and is
executed effectively with GPUs. We provide the
details of Algorithm 1 in Appendix B.

4.3.2 Modeling the Label-topic Relationship
as the Transport Plan

The optimal transport plan P* maintains the fol-
lowing properties: 1) P* is sparse enough, as the
original OT problem is framed as a linear pro-
gram. 2) P* meets the preset marginal constraints
which control the assignment. These properties
make P* a potential candidate for well-organized
A. To better align P* with well-organized A, we
set the probability vectors as follows:

S |Xl|7--‘v|XC|)7 (8)

L
e
t=(1/K,...,1/K), )

where A&, is the collection of documents with
label y. Empirically, Eq. (8) requires the number
of topics under each label follows the category
distribution of the dataset, while Eq. (9) treats
each topic evenly.

It is natural to use the distance metric dist(-, )
on & as the cost: C, j, = dist(l,, t;). The choice
of dist(-, -) depends on how topic-word distribu-
tions are computed. For instance, ETM (Dieng
et al., 2020) utilizes inner product to measure
the similarity between embeddings. In this situa-
tion, we define dist(ly,ts) = Softplus(—lgtk).
If the Gaussian kernel is used like ECRTM
(Wu et al, 2023), then we may simply set
dist(ly, tr) = ||, — tx)3
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Based on the settings mentioned above, we
model the label-topic relationships as the transport
plan defined in Eq. (7). The well-organized A is
obtained by A = KP*, where the constant K
ensures \'; 1 = 1holdsforallk € [1,2,..., K].

4.3.3 Pseudo-document Guided Label-topic
Relationship Learning

We discuss how to get well-organized label-topic
relationships as above but still remain a problem
unsolved: We do not take the semantics behind
the labels into consideration.

Specifically, we expect A,. to reliably de-
scribe the impact of each topic within label y.
We define normalized A, ., namely, A,./N,,
as the label-topic distribution for y. It is simi-
lar to the document-topic distribution. However,
the document-topic distributions interact with the
topic-word distributions by reconstructing BoWs
and therefore capture semantics of the docu-
ments, while there is no connection between
label-topic distributions and topic-word distri-
butions. This explains the absence of the label
semantics and makes A, . unable to reliably re-
flect the impact of each topic within y. Following
the document-topic distributions, we propose to
reconstruct the y-specific pseudo-documents, de-
noted as ngeu e RY, to enable the label-topic
distribution to capture corresponding semantics
and thus become more reasonable. Xpseu should
consider all the documents with label y. Intu-
itively, we let ngeu be proportional to the term
frequency of X, (recall that X, is the collection
of documents with label y). Additionally, to en-
sure consistent scale, we let the length of ngeu
be Nyyg., where N,y is the average length of the
documents across the whole corpus. Formally, we
define Xpsey as follows:

. ZXEXy X "N
- avg. .

S er, V71, 10

Y
Xpseu

Then, we use y’s label-topic distribution
Ay, /Ny to reconstruct xgseu. We propose a novel
loss function:

Ay
Lsem. = —Ey [(ngeu)Tlog <BT]\?>] , (1D
y
to integrate the label-topic distribution with the

label semantics defined by the pseudo-document.

254

We can regard Lg.,,. as intuitive guidance for
label-topic relationship learning. It provides sim-
ple knowledge about the label semantics, and
makes the label-topic distribution meaningful.

4.4 Parameter Inference

In practice, we find that the computation of the OT
problem is difficult to converge when optimizing
L(x,y) and Lgen., and the decrease of Sinkhorn
distance (Cuturi, 2013) will alleviate it signifi-
cantly. To this end, we minimize the Sinkhorn
distance using

Lor = (P7,C). (12)

Finally, to estimate the model parameters, we
adopt the following overall loss function:

1
£:‘B‘(Z L(x,7)

x,y)€B

(13)
+ Lot + 12Lsem.

where B C O is the batch. 74 and -, are
the weights of Lor and Lsen., respectively.
Algorithm 2 in Appendix C shows its training al-
gorithm. The impact of Lot and Lger,. in Eq. (13)
will be further studied in Section 5.4.

Note that our proposed model concentrates on
inference rather than decoding. This implies that
our model can be combined with decoders of
various existing NTMs, such as ETM (Dieng
et al., 2020) and ECRTM (Wu et al., 2023). For
example, the decoder of ETM is parameterized by
word and topic embeddings, and the topic-word
distributions are computed by their inner products.
We can attach ETM to LANTM by adopting the
same way to compute the topic-word distributions.
In our experiments, we construct our LANTM
based on ETM and ECRTM, respectively. The
definition of the cost matrix C in both cases can
be found in Section 4.3.2.

4.5 Inference in the Absence of Labels

One should feed x and y simultaneously to
LANTM to infer the document-topic distribution
z. But at the testing phase, ¥ is absent. Consider-
ing that the ELBO of a document is maximized
with its ground truth label when training, we fol-
low Card et al. (2018) and consider all possible
labels, choosing the one under which the ELBO is
maximized, as the predicted label ¢ for x, i.e.,

¢ = argmin £(x,y).
y'ey

(14)
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When the ground truth labels are absent, we
obtain the predicted labels using Eq. (14) as an
estimate of the ground truth labels.

5 Experiment

5.1 Experimental Settings
5.1.1 Datasets

We conduct experiments on the following bench-
mark datasets: 20NewsGroup (20NG) (Lang,
1995), IMDB (Maas et al., 2011), and Yahoo!
Answers (Yahoo) (Zhang et al., 2015). 20NG and
IMDB are relatively long text datasets, with 20 and
2 labels, respectively. Yahoo is a short text dataset
with 10 labels. To be consistent with the datasets
used in Card et al. (2018) and Wu et al. (2023),
we adopt the same pre-processing approach and
set the vocabulary size to 5,000.

5.1.2 Baseline Methods

We compare our LANTM with the following
baseline methods: 1) SLDA* (Mcauliffe and Blei,
2007), a classic supervised statistical topic model;
2) SCHOLAR? (Card et al., 2018), a classic su-
pervised NTM; 3) ETM® (Dieng et al., 2020) and
4) ECRTM’ (Wu et al., 2023), two state-of-the-art
unsupervised NTMs. sLDA extends LDA by in-
corporating a response variable that corresponds
to the supervised signal. It assumes that the re-
sponse variable follows a Gaussian distribution,
where the mean of this distribution is com-
puted through a linear regression model based
on the latent topics. Under a label-free prior,
SCHOLAR learns label-relevant topics by using
document-topic distributions to predict ground
truth labels. ETM is a strong unsupervised NTM
that computes the topic-word distributions based
on the inner products between the topic and
word embeddings. ECRTM is a state-of-the-art
unsupervised NTM that avoids topic collapsing
by embedding clustering regularization (ECR).
It formalizes an OT problem between topic
embeddings and word embeddings to enforce
balanced topic-word assignment. As mentioned

“https://github.com/chbrown/slda.
Shttps://github.com/dallascard/scholar.
In order to alleviate topic collapsing (Srivastava and
Sutton, 2017), we adopt an unnormalized topic-word matrix
as the weight of decoder and add a batch normalization layer
after decoding on the basis of the original implementation
(https://github.com/adjidieng/ETM).
"https://github.com/BobXWu/ECRTM.
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in Section 4.4, we construct our LANTM based
on these two unsupervised baseline methods in
the experiments, denoted by LANTM+ETM and
LANTM+ECRTM, respectively. We do not con-
sider Labeled LDA (Ramage et al., 2009) for
comparison because it can be applied only when
the number of topics is the same as the number of
categories.

5.1.3 Settings for Our Method and Baselines

For baselines, we adopt the settings reported in the
papers or implementations. We conduct 400 itera-
tions for LANTM+ETM and LANTM+ECRTM.
For all NTMs, we apply the Adam optimizer
(Kingma and Ba, 2015) with a batch size of
200 and a learning rate of 0.002. For all
embedding-based topic models, we set the di-
mension of the embedding space to 200. For A\gcr
in ECRTM and LANTM+ECRTM, we use the
setting in Wu et al. (2023) and set A\gcr to 250,
100, and 60 for 20NG, IMDB, and Yahoo, respec-
tively. In LANTM+ETM, we let v = 0.01 and
~v2 = 0.0001. In LANTM+ECRTM, we lety; = 5
and 2 = 0.4. In Section 5.4, we will discuss the
impact of Lot and Lse,. using different settings
for y; and .

5.2 Label-topic Alignment

In this section, we examine the label-topic align-
ment achieved by our methods from the following
aspects: 1) We visualize the label and topic em-
beddings and show the label-topic relationships
for an intuitive view of label-topic alignment. 2)
We conduct topic discovery on IMDB, where the
human-defined labels do not describe the main pat-
terns of the documents. 3) We perform clustering
on the inferred document-topic distributions.

5.2.1 Visualization

We run LANTM+ECRTM on 20NG to perform
visualization. Figure 3a shows the visualization
of the label embeddings and topic embeddings
using t-SNE (van der Maaten and Hinton, 2008),
as well as top-5 words of the topics under some
labels. Figure 3b is the heatmap of the label-topic
indicator matrix.

First, based on the top-5 topic words shown in
Figure 3a, we can see that the label-topic indicators
presented in Figure 3b reliably reflect the relation-
ships between topics and labels. In other words,
we achieve the alignment between labels and
topics. For example, the high affiliation of topic
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Figure 3: Visualization of the discovered topics and the label-topic relationships on 20NG by LANTM+ECRTM
with K = 50. (a) t-SNE visualization of label embeddings (¢) and topic embeddings (e). Topics under the same
label are encircled together. Topics that are not explicitly assigned are circled in red, with their top-5 words
presented in the red box in the upper right corner. (b) Heatmap of the label-topic indicator matrix. The indices of
topics without explicit assignment are highlighted in red. The labels associated with these topics are marked on

the left side.

#5 with the label comp.sys.mac.hardware
distinguishes it from the topics under the similar
label comp.sys.ibm.pc.hardware.® This
brings the following benefits: 1) Using our pro-
posed method, one can gain a more fine-grained
understanding of the discovered topics from the
perspective of document labels, which is benefi-
cial for downstream tasks such as content analysis.
2) We can study the common pattern shared by
different labels. One may regard a topic that is not
explicitly assigned as the common pattern shared

8Centris, Quadra, Duo are all series names by Apple.
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among relevant labels. For instance, topic #31
makes sense in the context of both rec.autos
and rec.motorcycles. Instead, it is difficult
for SCHOLAR to identify which label patterns are
mixed within a topic.

Second, from the visualization of the label
and topic embeddings, we can see that model-
ing label-topic relationships on the embedding
space leads to the refinement of the space,
where topics under the same label are close to
each other while topics under different labels are
far apart. In fact, we can regard the construc-
tion of embedding-based label-topic relationships
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Topic ID Label Polarity

Top-10 Topic Words

4 negative 0.489 waste horrible awful terrible crap worse sucked costs sucks crappy

12 positive  0.456 heartwarming tears april flawless sadness timeless compassion inspiring perfection unforgettable
26 positive  0.446 favorites fabulous bates nominated wonderful oscars flawless nomination wrenching delight

15 negative 0.367 waste flop travesty advise unlikeable choppy props checked offended awful

5 negative 0.329 hopelessly franco trashy hardcore walken boom preposterous tiresome overacting tame

37 negative 0.302 dialogue dialogues waste preview substance edgy distracting lacked poorly unlikeable

47 - 0.000 eddie murphy metal rock mario band school songs hello roll

17 - 0.000 games game saturday nicole russia friday minutes match bears night

8 - 0.006 martial chan jackie kung arts kong hong stunts jet chinese

31 - 0.012 films trailer waited spoof film powell park edward walked patience

Table 1: Some most explicitly assigned and least explicitly assigned topics discovered by

LANTM+ECRTM on IMDB where two sentiment labels, negative and positive, are defined. The
value of polarity in this table is calculated by max{ Apositive,ks Anegative,k } — 0.5 for the topic with ID k.

mentioned in Section 4.3 as clustering, where la-
bel embeddings serve as the centroids of topic
embeddings.

Ultimately, we can observe from Figure 3b that
when modeling them as the transport plan, the
label-topic relationships are well-organized.
Most of the topics are clearly assigned, and the
number of topics is relatively balanced across
different labels.

5.2.2 Alignment between Topics and Labels
Describing Secondary Aspects

As we know, the discovered topics in topic mod-
eling capture the co-occurrence patterns among
words in the corpus. However, the human-defined
labels of the documents are sometimes not aligned
with such patterns. In this situation, to better un-
derstand the corpus, one would want to know
which topics describe the co-occurrence patterns
and which topics are label-relevant. Take the
sentiment labels in IMDB dataset (positive and
negative), for example. The sentiments of the audi-
ences and descriptions of the film’s content are two
important patterns of the reviews in IMDB. Obvi-
ously, it is unreasonable to assign any sentiment
labels to the topics that fully describe the content
of a film. Thanks to the label-topic indicators,
LANTM is capable of discovering label-relevant
and label-irrelevant topics simultaneously. Table 1
shows some most explicitly assigned and least ex-
plicitly assigned topics by LANTM+ECRTM on
IMDB. We calculate the difference between the
most significant indicator’s value and 0.5 as the
value of polarity, namely, the degree to which a
topic is assigned to a sentiment label. The most
explicitly assigned topic #4 consists of negative
words, while the least explicitly assigned topic
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#47 does not exhibit any inclination. The results
show the meaningfulness of the label-topic in-
dicators we propose in the scenario where the
labels describe secondary aspects of the corpus.

5.2.3 Clustering-based Evaluation

It is challenging to design a quantitative metric to
measure the degree to which the topics are aligned
with the labels. A common practice (Hoyle et al.,
2022; Zhao et al., 2021; Wu et al., 2023) is to clus-
ter the document-topic distributions to determine
the categories induced by the topic model and
assess the extent to which these categories align
with the ground truth labels using clustering met-
rics. We follow previous works and calculate the
following three cluster quality metrics: Adjusted
Rand Index (ARI), Purity, and Normalized Mutual
Information (NMI). We use two clustering strate-
gies on the document-topic distributions of testing
documents: 1) apply k-means algorithm, and 2)
use the most dominant topic as the assigned clus-
ter (referred to as top strategy). Similar to Wang
et al. (2022), we set the number of clusters to 20
in k-means algorithm. The results are presented in
Table 2. Unless otherwise mentioned, we do not
cite the results reported in ECRTM (Wu et al.,
2023) but re-run all the baselines, so as to obtain
ARI scores.

From the experimental results, we can draw the
following conclusions: 1) Our proposed methods
can effectively enhance the label-topic align-
ment compared to unsupervised NTMs. Due to
the lack of label guidance, unsupervised NTMs
cannot autonomously achieve alignment between
labels and topics. In contrast, our proposed meth-
ods conduct inference with label-topic indicators
and thus enhance the label-topic alignment. 2)
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K=5 K =100
Dataset Model kmeans top kmeans top
ARI  Purity NMI ARI  Purity NMI ARI  Purity  NMI ARI  Purity  NMI
SLDA To.21 To457  To.4s4 T0.324  T0581  T0.490 - - - - - -
SCHOLAR fo.040  T0357  To.391 fo316  f0.629  To.541 fo.orr  fo231  f0276 f0223  T0.637  To.522
20NG ETM *0232  *0492  *0.501 *0.265  *0.529  *0.429 *0.142  *0.420  *0.479 *0.186  *0.558  *0.430
LANTM+ETM 0333 0584 0560 0312 0624 0507 0426  0.631  0.607 0.223 0.684  0.521
ECRTM *0.101  *0.423  *0.466 %0389 *0.574  *0.521 0049 *0317  *0.377 *0322 0559  *0.487
LANTM+ECRTM 0370 0595 0578 0415 0635  0.573 0338 0623 0.607 0444  0.689 0599
SLDA T0.033 10709 T0.082 T0.009  T0.676  10.046 70.026  70.659  10.063 T0.004  T0.658  T0.035
SCHOLAR t0.050  fo.675  f0.105 f0.017 0.757 0.086 10.069  fo.666  10.107 f0.010 0.766 0.081
IMDB ETM *0.020  *0.681  *0.057 *0.007  *0.656  *0.039 *0.039  *0.692  *0.076 *0.004  *0.664  *0.035
LANTM+ETM 0.033 0729  0.092 0012 0685  0.054 0078 0754  0.112 0006  0.689  0.111
ECRTM %0032 *0.667  *0.073 %0013 *0.686  *0.055 *0.025  *0.656  *0.058 *0.005  *0.695  *0.046
LANTM+ECRTM 0055 0782 0.123 0.030 0742 0.088 0.199  0.811 0.170 0016 0762 0.080
SLDA T0.084  T0.443  T0312 T0.134  Tos517 10273 - - - - - -
SCHOLAR f0.013  fo287  f0.230 fo.r13  fos60 0317 f0.005  T0.199  T0.144 f0.070  f0575  T0313
Yahoo ETM *0.117  *0.482  *0.310 %0122 *0.502  *0.264 *0.068  *0.420  *0.303 *0.064  *0.496  *0.255
LANTM+ETM 0.161 0530 0336 0128 0555 0291 0222 0549 0348 0.084 0576 0307
ECRTM *0.083  *0455  *0.325 0130 *0.549  *0.299 0033 *0.319  *0.248 *0.103  *0.561  *0.304
LANTM+ECRTM 0178 0560  0.358 0.166  0.600  0.338 0.177  0.541 0.355 0126 0613 0339

Table 2: ARI, Purity, and NMI scores under 50 and 100 topics. We run all models 5 times and report
the average results. { indicates the gain of LANTM+ECRTM compared to supervised baseline methods
is statistically significant at 0.05 level, while * indicates the gain after applying LANTM is statistically
significant at 0.05 level. The best scores are in bold. We do not report the results of SLDA on 20NG

and Yahoo when K = 100 because it failed to converge in 48 hours.

Our proposed methods outperform other su-
pervised topic models on 20NG and Yahoo,
and are on par with SCHOLAR on IMDB. We
believe that label-irrelevant patterns dominate the
IMDB dataset, for which our methods do not show
a significant improvement in terms of clustering
metrics on IMDB. This interferes with label pre-
diction by Eq. (14), limiting the performance of
LANTM in clustering tasks.

Although there is marginal improvement com-
pared to SCHOLAR in terms of clustering metrics
on the IMDB dataset, we argue that one of the
advantages of our proposed methods lies in its
ability to accurately identify the relationships
between labels and topics by label-topic indi-
cators, especially when label-irrelevant patterns
dominate the corpus. Accurately reflecting the
above ability that SCHOLAR lacks, via clustering
metrics, presents a significant difficulty.

5.3 Topic Quality

To evaluate the topic quality, we consider both
Topic Coherence (TC) and Topic Diversity (TD).
TC measures the coherence of the top words
within a topic. We consider the top 10 words
for each topic and calculate Cy (Roder et al.,
2015) with Wikipedia article collection as the ref-
erence corpus. Following Dieng et al. (2020),
we calculate the proportion of unique words
among the top 25 words for each topic as TD.
Figure 4 showcases the topic quality of the
evaluated models.
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Figure 4: Topic quality of different models. The z-axis
and y-axis of each subplot represent the value of TC and
TD, respectively. The upper row of subplots shows the
case for K = 50, and the lower one for X = 100. We
run all models 5 times and report the average results.
We do not report the results of SLDA on 20NG and
Yahoo when K = 100 because it failed to converge in
48 hours.

The results indicate that the topic quality is
maintained after applying our proposed model.
There exists a coherence-diversity trade-off af-
ter LANTM is applied to ETM or ECRTM. It
may be due to the regularization by Lgen,. on the
topic embeddings. In general, LANTM+ECRTM
is more stable than LANTM+ETM. Also, ow-
ing to the powerful ECR (Wu et al., 2023),
LANTM+ECRTM shows much better topic
quality than sLDA and SCHOLAR, which
makes LANTM+ECRTM a better choice from
the perspective of topic quality.
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Figure 5: The iteration times of Sinkhorn’s Algorithm
for computing A in each epoch with different ; when
training LANTM+ECRTM on 20NG, K = 50, and
v9 = 0.4. The cases of vy = 0 and v; = 0.1 are
not reported in the figure, as the computation has not
converged within 1,000 iterations for these cases.

" 1.0 3.0 5.0 7.0 9.0
TC 0.468 0.465 0.467 0.459 0.458
TD 0.847 0.870 0.861 0.863 0.874

k-ARI 0.366 0.361 0.373 0.340 0.342
k-Purity 0.604 0.593 0.595 0.586 0.577
k-NMI 0.575 0.569 0.578 0.571 0.559
t-ARI 0433 0421 0415 0422 0.400
t-Purity 0.631 0.627 0.635 0.638 0.592
t-NMI 0.578 0.573 0.573 0.575 0.547

Table 3: Quantitative results of LANTM+
ECRTM on 20NG across different v; when
K = 50 and 7y = 0.4. “k-”’ and *‘t->" stand
for two clustering strategies: k-means and top,
respectively.

5.4 Ablation Study

In this section, we will discuss the impact of Lot
and Lgen. by controlling v; and 7,, respectively.
As mentioned in Section 4.4, we minimize the
Sinkhorn distance using Lor for faster conver-
gence. To further study how Lor affects the
performance of our proposed method, we fix
v9 = 0.4 and run LANTM+ECRTM on 20NG
using different ;. The results are presented in
Figure 5 and Table 3. We can draw the following
conclusions: 1) Lot is able to accelerate conver-
gence when computing A. As shown in Figure 5,
when 7; = 0, Sinkhorn’s Algorithm cannot even
converge in 1,000 iterations, which greatly reduces
computational efficiency. Neglecting the oscilla-
tion before 100 epochs, the Sinkhorn iteration
times decrease as -y, increases. When v; = 3.0, it
only requires about 15 iterations, making the com-
putation quite efficient. 2) Lot has a relatively
small impact on topic quality and clustering
performance. This is because Lot is neither

0.5251

—e— entropy

0.465 1
0.460 1 —-TC
0'455< T T T T T T
0.91 ™
0.8 1% : . . " "
0.454
0.401 —e— k-ARI
0.351 —— t-ARI
0.651
0.601 —e— Kk-Purity
' —&— t-Purity
0.551
0.575 1 —e— k-NMI
0.5501 —— t-NMI

0.0 0.2 0.4 0.6 0.8 1.0

Figure 6: Quantitative results of LANTM+ECRTM
on 20NG across different v, (x-axis) when K = 50
and v; = 5. “’k->” and “‘t-”" stand for two clustering
strategies: k-means and top, respectively. ‘‘Entropy’’
in the last subfigure is the average entropy of A, i.e.,

c
% 215:1 (_ Zy:l Ay,k log )‘y,k)'

directly related to document-topic distributions
nor to topic-word distributions. We can see from
Table 3 that when +; < 5.0, the reported
metrics vary slightly. When ~; = 9.0, all met-
rics except TD and k-ARI show a decrease.
For LANTM+ECRTM, v; = 5.0 is generally
enough for efficient computation while avoiding
a decrease in topic quality and clustering metrics.

Regarding the effect of Lgen., we control the
value of 5 and run LANTM+ECRTM on 20NG
by fixing v; = 5. Figure 6 shows different evalu-
ating metrics and entropy of A. ;, which indicate
the sparsity of the label-topic relationships, with
79 varying from 0 to 1.0. To have a more intuitive
understanding about entropy of ., Figure 7
shows the heatmaps of the label-topic indica-
tor matrix A in four cases where , is set to
0, 0.1, 0.4, and 0.8, respectively. We have the
following observations: 1) Lge,. has a huge im-
pact on the learned structural characteristics
of the label-topic relationships. When Lgq,,. is
absent (y2 = 0), the label-topic relationships are
fuzzy overall, as shown in Figure 7a. Lacking
guidance of the label semantics, the topics be-
long to many similar labels and lose specificity
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Figure 7: Heatmaps of the label-topic indicator matrix A
learned by LANTM+ECRTM on 20NG with different
2 when K = 50. entropy is the average entropy of A. j,

i.e., entropy = % Zf:l (— 25:1 Ay.k log )\y,k).

to labels. This is because under the objective of
maximizing ELBO, the topics only capture pat-
terns of word co-occurrence, which may be shared
among similar labels. Meanwhile, Lge,. is strong
enough to amplify differences between labels. As
72 increases, the entropy of A. ;. decreases, which
demonstrates well label-topic alignment. 2) The
entropy and clustering performance are not
always consistent, as shown in Figure 6. We
believe that this is caused by the spurious se-
mantics that the pseudo-documents bring. The
pseudo-documents are defined to describe the
overall semantics of documents with the same
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label, and they inevitably include some spuri-
ous word co-occurrence patterns. We believe that
the issue of spurious semantics affects the accu-
racy of label estimation by Eq. (14) and further
brings worse clustering performance. Eq. (14)
depends on the maximal ELBO to predict la-
bels. But unfortunately, spurious semantics will
interfere with ducument reconstruction during
training, finally cause a decrease in clustering
metrics. Moreover, such spurious semantics also
cause reduced coherence, as shown in Figure 6.
From the discussions above, we can find that the
choice of v, faces a tradeoff between topic quality,
clustering performance, and the learned structural
characteristics.

6 Conclusion

In this paper, we propose a novel supervised NTM
called LANTM, which overcomes the limitation in
existing supervised NTMs brought by a label-free
prior. Our LANTM utilizes a chain-structured
graphical model with a label-conditioned prior.
The inference is conducted under soft indicators
that describe the relationships between labels and
topics. To obtain well-organized label-topic rela-
tionships, we formalize an entropy-regularized OT
problem and model the label-topic relationships
as the transport plan. We propose to recon-
struct label-specific pseudo-documents to enable
the label-topic distributions to capture the label
semantics. Our LANTM can be seamlessly in-
tegrated with most existing unsupervised NTMs.
Experimental results show that our model can ef-
fectively enhance the label-topic alignment while
maintaining topic quality. In future work, we will
expand our method to model more fine-grained
dependencies such as label’s dependencies.
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A Derivation of the ELBO

Ing(X7y) = log I:Eq(zx,y p((x|}?jay)):| (15)
z)

]

> Eqzix,y) [log p(x,y, 2

By logalalxy) O
= Eqg(glx,y) [log p(x[2)]
+ Eq(aix,y) [log p(zly)] (7
+ Eqzpxy) log p(y)]
Eq(afx,y) [log q(z[x,y)]
= Eq(glx,y) [log p(x[2)] (18)

— Dxu [q(zlx,y) || p(2[y)]
+ log p(y)
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B Sinkhorn’s Algorithm

Algorithm 1 Sinkhorn’s Algorithm
Input: probability vectors s and t, the cost matrix
C, weight of the entropic regularization term
1/, tolerance ¢;
Output: optimal transport plan P*;
1L u< 1¢/C, v+ 1 /K, H < exp(—C/e);
2: while err > ¢ and not reach max iteration
times do > Sinkhorn iteration
v+ t./(H u);
u <+ s./(Hv);
t < v.x(H u);
err 1% ‘t — ’E};
end while
P* + diag(u)Hdiag(v);

e A A

C Training Algorithm

Algorithm 2 Training Algorithm for LANTM
Input: observations O, number of epochs Nig,;
1: Initialize model parameters ©,,, O, W, T, L;
2: Decide a decoder Dec(-);
3: for i from 1 to Ny, do
4: Compute P* by Eq. (7);
A+ KPr
for batch B from O do
for (x,y) in B do
B fu(x), B+ fu(x);
Drawr ~ N (u, ) with reparam-
eterization trick;

R I A

10: z < Softmax(r +In A, .);
11: Compute £(x,y) by Eq. (3);
12: end for

13: Compute £ by Eq. (13);

14: Update ©,, O, W, T, L;

15: end for

16: end for
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