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ABSTRACT

Lab-on-CMOS is an instrumentation technology that combines miniaturized bioanalytical hardware with complementary metal-oxide semi-
conductor (CMOS) electronics to provide integrated biosensing in a compact format. This paper focuses on a class of lab-on-CMOS systems
that utilize capacitance sensing as a means to monitor cell cultures and track cell proliferation, as well as other cell life-cycle events. In this
paradigm, changes in interfacial capacitance result from the activity of adherent cells at a bioelectronic interface. These changes are mapped
to cell proliferation or life-cycle events using ground-truth measurements such as live cell imaging from real-time microscopy. This paper
identifies instrumentation challenges that arise from conducting these ground-truth measurements in a calibrated cell culture environment,
i.e., when the lab-on-CMOS system is deployed inside a CO; cell culture incubator. In particular, we provide a detailed study of evaporation
and focus degradation mitigation techniques for application in-incubator live cell imaging during lab-on-CMOS capacitance sensor calibra-
tion tasks. We show that autofocusing the microscopy column and provisioning the lab-on-CMOS with an immersion lid are two approaches

that significantly improve the quality of live cell imaging ground-truth measurements over long periods.

Published under an exclusive license by AIP Publishing. https://doi.org/10.1063/5.0271101

I. INTRODUCTION

The advent of lab-on-a-chip technology has given rise to
new point-of-care capabilities, creating exciting opportunities for
improving global health.'” For example, in resource-limited set-
tings, lab-on-a-chip technology opens the door to decentralized
healthcare infrastructures where affordable and portable diagnostics
tools provide rapid results without the need for specialized facili-
ties or highly skilled technicians. As examples of applications that
will benefit public health, lab-on-a-chip systems have been demon-
strated in HIV diagnostics' and in hematology.”® Generally, they
have been used in a wide variety of other assays with target analytes
including cells, proteins, nucleic acids, or metabolites.” Lab-on-a-
chip systems leverage small sample volumes and rapid processing
to give high-fidelity results at a fraction of the typical cost. In sum,
these capabilities illustrate the technology’s enormous potential for
revolutionizing healthcare.

Another area in which lab-on-a-chip technology is expected
to make advances is in enhancing current laboratory testing

capabilities. In this approach, rather than emphasizing portability,
the goal is to leverage inherent parallelization, rapid processing, and
low sample volume features of lab-on-a-chip devices to enhance
assay throughput and cost, and to provide novel capabilities in a
traditional laboratory setting. For example, Chitale et al. showed
a 96 well plate for in-incubator use, in which each well was pro-
visioned with complementary metal-oxide semiconductor (CMOS)
integrated circuits configured to perform impedance-based mea-
surements.® Using more than a dozen plates, they screened 904
compounds against various cell types, demonstrating a new instru-
mentation technology for high-throughput action profiling and phe-
notypic drug discovery. Another notable example is from Hu et al.;’
they showed a CMOS-based lab-on-a-chip platform for imaging and
monitoring cells utilizing a range of sensing modalities. Once scaled,
these chips will enable “wide-field monitoring of cells, colonies, or
even whole tissues at a fraction of the size and cost of traditional
microscopes.”

Both of these examples fall under the lab-on-CMOS paradigm.
In these devices, a CMOS chip is integrated in a microfluidic
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lab-on-a-chip, or generally, a CMOS chip is an integral part of the
lab-on-a-chip. This approach is beneficial in locally integrating high
spatial density sensing, signal processing, and control, providing a
bioelectronic interface to monitor various aspects of a bio-specimen
in real time. A key requirement in developing these lab-on-CMOS
platforms includes calibrating the CMOS sensors using ground-
truth data. For example, for a CMOS voltage-to-frequency pH sen-
sor, calibration required benchmarking the sensor’s output against
known pH values obtained with a reference instrument.'’

In our own work, we have used imaging with upright bright-
field optical microscopy to calibrate and train capacitance-sensing
lab-on-CMOS platforms designed for in-incubator cell culture
characterization.'"'” When used for calibration, imaging correlates
the measured capacitance with cell culture growth, particularly with
cell numbers and cell number temporal evolution.!! Once calibrated,
the sensors can operate without imaging to provide an instantaneous
measure of the number of cells in a region of interest (ROI) or a
measure of the temporal evolution of the number of cells in the
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ROIL When used for training, imaging provides ground-truth data
for a back-end algorithmic system that can recognize specific micro-
trends in the measured time series capacitance data. As we have
shown, with training, the algorithmic back-end can recognize the
micro-trends directly from the time series capacitance data (i.e., with
no imaging) and classify these micro-trends as mitosis or migration
events.'”

Figure 1 presents an overview of the capacitance-sensing lab-
on-CMOS platform considered in this paper. In particular, herein,
we address the significant challenges encountered with in-incubator,
upright, bright-field optical microscopy imaging when it is used to
calibrate the capacitance-sensing lab-on-CMOS platform. We show
that cell media evaporation dynamics are a major impediment to
acquiring high-quality ground-truth images necessary for accurate
cell counting via a computer-vision algorithm. We show two strate-
gies that may mitigate this issue: (1) the use of a novel immersion
lid with side ports for gas exchange and (2) the use of autofocus-
ing. We provide a quantitative study assessing the performance of
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FIG. 1. (a) Circuit schematic view of
the CMOS capacitance sensor used in
this study. The chip is a 4 x 4 capac-
itance sensor array where each pixel
includes a three-stage oscillator circuit
whose intermediate stage is connected
to a passivated interdigitated electrode
pairimplemented in the top metal layer of
the CMOS process. The oscillator's out-
put is buffered, and a pull-down switch
(M3) is included to disable the pixel
when it is not in use. An analog volt-

age (Vpns) is used to set the base
frequency of the oscillator. During oper-
ation, the output voltage of a pixel i
is a digital signal V, whose frequency
depends on the capacitance Cy at the
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interface.® (b) Photomicrograph of one
of the 16 electrodes of the test chip.
(c) Cross-sectional sketch of the CMOS
sensor chip around one electrode pair.
We note that in this sketch, the electric
field lines are not drawn to scale or with
physical accuracy.
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both methods, when they are used either alone or in combination.
Section II describes the experimental methods used in this study. In
Sec. 111, we cover experimental results relating to capacitance sensing
dynamics and image focus degradation and restoration via autofo-
cusing, all in view of cell media evaporation. Section I'V summarizes
our findings and discusses the limitations of our study.

Il. EXPERIMENTAL METHODS
A. Lab-on-CMOS design and packaging

Cell membranes typically exhibit surface charge density, which
may be either positive or negative depending on the specific cell
type."*'” This surface charge can create a cloud of counterions in the
surrounding cell media.'* Therefore, under electric field exposure,
these counterions can shift tangentially along the cell membrane,
generating dipole moments, which give rise to polarization effects.'*
The capacitive characteristics of cells thus arise in part because
of these polarization effects.! In our CMOS capacitance sensors
shown in Fig. 1, the base frequency of the sensing oscillator is
~10 MHz. Therefore, when the oscillator is loaded, i.e., when polar-
ization effects occur at the interface, the frequency slows. Because the
oscillator’s frequency is inversely proportional to capacitance, there
is a resulting increase in measured capacitance when loading occurs.

The sensing electrodes are designed as an interdigitated pair
of metal electrodes.'® The electrodes are insulated using the CMOS
chip’s passivation layer, and during operation, a portion of the
resulting electric field between the two electrodes passes through
the passivation layer and into the cell media above it. This allows
the chip to detect cells at the interface. Generally, any perturba-
tion at the interface may be interpreted by a circuit connected
to the electrodes to provide insight into the activity at the inter-
face. This makes integrated capacitance sensing a common tech-
nique for lab-on-CMOS devices used in live cell culture monitoring
applications.
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Many circuit architectures have been demonstrated in inte-
grated capacitance sensing.!” The one featured in this work was a
capacitance-to-frequency converter designed in a 0.35 yum CMOS
process (see Fig. 1). It uses a three-stage ring oscillator to map the
measured capacitance at the interface to the frequency of a digi-
tal signal; the frequency is estimated by counting the number of
edges registered by a digital counter during a fixed measurement
period.ll,limwﬂ

One of the main challenges with integrated capacitance sensing
is maintaining the electrical integrity of the chip while providing a
means for an aqueous sample to be interfaced with the chip’s sens-
ing electrodes. Several packaging approaches have been shown for
achieving these two features. They include low-temperature co-fired
ceramics and use photo-polymers to encapsulate sensitive parts of
the chip, photolithographically defined molds, or micromachined
chip carriers.”” *° Our approach (Fig. 2) consisted of a die-on-PCB
assembly where the CMOS die is attached and wirebonded to the
PCB. The wirebonds are encapsulated with an impermeable epoxy
(Duarpot 865, Cotronics Corp. Brooklyn, NY). The encapsulation
process uses a dam to prevent the epoxy from reaching the sen-
sor areas, leaving them exposed. After applying the epoxy, it is left
to cure at room temperature for 24 h. The assembly is then baked
for 1 h at 121 °C and subsequently at 177 °C for 5 h.'"”” This hard-
baking step turns the epoxy from gray to an amber color. Following
the die-on-PCB process, the assembly is fitted with a culture well and
with a removable immersion lid.

Figure 3 shows a diagram of the immersion lid designed for
our experiments along with several other approaches used in the
state-of-the-art. Our approach has several advantages over sim-
ple lids and over the dual well approach reported by Senevirathna
et al.”> Our lid reduces the volume of media in the optical path,
which in turn reduces optical losses and sensitivity due to clouding.
Furthermore, it is more resistant to evaporation because the opti-
cal path length is independent of small changes in media volume.

FIG. 2. (a) Photomicrograph of the
CMOS capacitance sensor mounted and
wirebonded on a PCB. (b) Wirebond
encapsulation with a biocompatible and
impermeable epoxy. (c) Cross-sectional
view of the immersion lid used in this
study. (d) Photograph of the fully inte-
grated lab-on-CMOS platform.
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FIG. 3. Comparison of upright microscope imaging techniques for live cell lab-on-CMOS cell culture. The basic method leads to blurry images due to evaporation. The
simple lid also has blurry images due to condensation in the optical path. The dual well design featured in Ref. 22 mitigates the condensation issue but it can be difficult to
use because the cell media often flows from the inner well to the outer well before the cover slip can seal. This work features two techniques; in the first, we use a custom
autofocusing procedure combined with the basic lab-on-CMOS imaging setup, and in the second, we use a custom immersion lid.

Furthermore, bubbles tend to float to the space on the side of the lid,
away from the optical path and via the lid’s side ports. The immer-
sion lid and the well were 3D printed using a Phrozen Sonic Mighty
8K 3D printer in NextDent Ortho Clear resin and washed using
100% ethanol for 5 min in an ultrasonic bath. Next, they were UV
exposed for 10 min for further curing. At the 5 min mark, the parts
were rotated to improve the uniformity of the exposure. After UV
curing, the parts were washed again in 100% ethanol for 5 min in an
ultrasonic bath. A cover slip was then glued to the window opening
using medical grade silicone (World Precision Instruments, Sara-
sota, FL). The well was also glued to the daughter board using the
same silicone.

B. Experimental setup

Our experimental setup included a Thermo Scientific Forma
Series 3 water-jacketed cell culture incubator set and maintained at
37°C and 5% CO; (Fig. 4). We used an in-chamber microscope to
image the cell cultures under study. The microscope was a Micro-
Zoom II bright-field up-right microscope from Bausch and Lomb,
with a 5x objective and an approximate working distance of 2 cm.
The microscope was equipped with an 18 mega-pixel C-mount digi-
tal camera (MU1803, Amscope, United Scope, CA). Images acquired
from the camera were sent to a PC outside the incubator using a flat
USB cable. This cable allowed us to maintain the incubator’s seal for
the duration of our experiments. A humidity pan was placed inside
the incubator to maintain a relative humidity close to 100% in the
chamber. We note that without the humidity pan, the evaporation
rates observed would be much higher than the ones reported in the
following.

The interface between the CMOS die and the PC was imple-
mented with a daughter board mounted on a mother board. The lat-
ter consisted of a Teensy 3.2 (PJRC Sherwood, OR) microcontroller

(32b, 72 MHz), which generates control signals for the chip, the 3.3V
power supply, and read the output buffer over an I°C. The clock
needed to operate the chip was generated using an Adafruit (Brook-
lyn, NY) Si5351A clock generator module programmed at 4 MHz.
The mother board, with the daughter board mounted thereon, was
placed on a positioning stage under the objective.

C. Cell culture, device cleaning, and sterilization

All the experiments in our study used RAW 264.7 murine
macrophages (ATCC Manassas, VA). They were cultured in a cell
culture flask (ThermoFisher, Waltham, MA) and in DMEM (ATCC)
with 10% FBS (ATCC) and 1% PSG (Corning Inc. Corning, NY)
media. To subculture the cells, the cell media was first aspirated and
replaced by 5 ml of new media. The cells were lifted from the bot-
tom of the culture flask using a cell scraper (VWR Radnor, PA). A
2:3 dilution was then used to subculture the cells in a new flask, at
which point the cells were then plated on the CMOS chip at a den-
sity of 300 000 cells/ml in a total volume of 1.75 ml. All experiments
were run for at least 36 h but no longer than 40 h.

After each experiment, the media in the cell culture well was
discarded and the well was sprayed with 70% ethanol. Subsequently,
Tergazyme (Alconox, White Plains, NY) was used to clean any
dead cells or other organic residue left on the CMOS die’s sur-
face. The device was placed in a sonicated water bath for 5 min to
further enhance the effects of the Tergazyme. After sonication, the
Tergazyme was aspirated, and the well was sterilized by spraying
it with 70% ethanol. Finally, the device was washed 3 times with
sterile PBS (ThermoFisher). As for the lid, spraying it with 70%
ethanol and washing it 3 times with PBS was sufficient; clean-
ing it did not require a Tergazyme and sonication cycle because
cells do not adhere on the lid’s inverted surface. Following this
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cleaning and sterilization process, the chip was ready for use in
another experiment.

Ill. RESULTS

We now report on capacitance measurement results, and we
present our characterization of the autofocusing algorithm’s perfor-
mance. To study capacitance dynamics, we measured the temporal
evolution of the change in capacitance with cell media, with and
without an immersion lid, with and without cells, and simultane-
ously with either fixed or automatic focusing on the microscope. For
image quality assessment, the microscope was manually focused at
the start of each experiment. This position was recorded and served
as a reference position. At any given time during an experiment,
the microscope column could be actuated back to the reference
position in order to acquire a fixed focus image. In contrast, we
acquired autofocused images by first computing a focus measure
with the autofocusing algorithm and subsequently actuating the
microscope column to a new position that maintained the computed
focus measure. We benchmarked our results against a computer
vision-based cell counting algorithm. Taken together, our results
highlight the interplay between media evaporation, the effects of the
lid, and focusing, and they further show how the sensor readings are
influenced by these factors.

A. Capacitance dynamics

We measured the capacitance dynamics with media only on the
chip, and we measured them with cells present in the media; for each
scenario, we studied the dynamics with and without an immersion
lid. Figure 5 shows the results of the media-only experiments. We
pipetted 1.75 ml of cell media on the chip and placed it in a cell cul-
ture incubator for at least 36 h. The experiments were repeated four
times, and the measured capacitance data were averaged and subse-
quently fit. We found that capacitance decreased linearly with time,
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danghierboard FIG. 4. Photograph of the experimen-
tal setup configured for simultaneous live
cell imaging and real-time lab-on-CMOS
capacitance measurements.
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FIG. 5. Media-only experiments. Eight trials were run, each lasting at least 36 h.
The data were sampled every 1.5 s but decimated for ease viewing. In four of
the trials, we used an immersion lid, and in the other four, no lid was used. Here,
each dataset (i.e., each trial) is the average of the measured capacitance change
at all of the 16 sensors on the chip. For each condition (lid/no lid), the data were
averaged across the four trials, and a linear fit was used to describe the resulting
average (lid: R? = 0.93, no lid: R? = 0.99).

indicating a constant rate of media evaporation, whether a lid was
used or not. However, as expected, the capacitance signal decayed
slower when a lid was used. At the 36 h mark, the factor AC,, which
denotes the difference in the capacitance change between the lid case
and the no lid case, was ~—400 aF. This metric offers a quantitative
assessment of the lid’s effect on media evaporation. More impor-
tantly, however, the results of Fig. 5 show that while the lid slows
down evaporation, it does not completely eliminate it. This is in
fact a desirable result because it means that the lid does allow gas
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exchange between the media and the ambient environment; if that
were precluded, cells would not be able to thrive in the media.

Turning now to Fig. 6, we show the measured capacitance
dynamics from experiments where cells were added to the media.
Six experiments were run in total, each for at least 36 h. Of the six
experiments, three were run with an immersion lid, and three were
run without one. Capacitance measurements started after an initial
period to let the cells sediment on the sensor’s surface. The resulting
capacitance dynamics were markedly different from those shown in
Fig. 5. For example, without a lid, the measured capacitance showed
a noticeable decrease from 0 to 16 h and a slightly increasing trend
thereafter [see Fig. 6(a)]. With the lid, the response was more muted
in the beginning, but the data also showed a slight increase in the
second half of the measurement period [see Fig. 6(b)].

Considering the no-lid case, the beginning downward transient
indicates that evaporation dominates, as observed in the media-only
case. However, as the cells divide and increase in number, the down-
trend caused by media evaporation is countered. The muted initial
response in the lid case means that the lid slows the evaporation rate;
this is consistent with the results of Fig. 5. Therefore, for both cases,
we argue that the overall capacitance response is a composite effect
that includes a media evaporation component and a cell division-
induced component. Furthermore, the results of Fig. 5 imply that the
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rate of change of capacitance is constant when considering the evap-
oration of the media. For example, for the no lid case, the rate was
—20 aF/h, and for the lid case, the rate was —8 aF/h. This means that
capacitance data related to cell culture growth can be compensated
by subtracting the evaporation rate from the capacitance data shown
in Fig. 6. The results of this compensation are shown in Figs. 6(c)
and 6(d).

B. Focus dynamics

Having described the capacitance dynamics and demonstrated
a technique for compensating evaporation effects, we now turn to
describing ground-truth image quality and describe the issues that
arise in image acquisition. For quantitative comparisons, we used a
focus measure to assess image quality; the higher this focus measure,
the higher the image quality. Furthermore, the focus measure was
used as a control parameter for the autofocusing algorithm.

We used a second derivative-based focus estimation method to
calculate the focus measure.”® While there are multiple methods for
estimating focus,” " we chose a second derivative-based approach
because second derivative operators are well suited for passing high
spatial frequencies typically associated with sharp edges. These char-
acteristics (sharp edges) are prominent in the images collected in
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FIG. 6. (a) and (b) Cells and media
experiments. (a) Three trials were run
without a lid, with 1.75 ml of cell
media and cells were plated at a den-
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three trials were run with an immer-
sion lid on the chip, with 1.75 ml of
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our application. In particular, cell membranes appear as sharp edges,
and the chip’s own features include rectangular metal routing lines
that form dense patterns presenting a large number of sharp edges.
Interestingly, as an aside, although the chip’s features are helpful
for assessing focus, they present quite a challenge for the computer
vision algorithm used for cell counting, as we shall discuss in the
following.

To compute the focus measure, we used the Laplacian as our
second derivative operator. The Laplacian was approximated using
the mask L, as shown in Eq. (1). Furthermore, values ['(m, n) were
computed using a convolution of the input image intensity I(m, n)
with the mask L. The indices # and n ranged from 1 to M and from 1
to N, respectively, for an image of M x N pixels. The focus measure
F was calculated using Eq. (2), which is the statistical variance of the
convolution of the image I with the Laplacian mask L. In Eq. (2), the
average T of the I'(m, n) values was calculated using Eq. (3),

1 4 1
1
L:g 4 =20 4|, (1)
1 4 1
1 XX =\ 2
F=— [(m,n)|-T), 2
an 2 2 (TGmm)| =T) )
B 1 M N
r=— I'(m,n)|. 3
3 2 2 [Cm )| 3)

We studied focus dynamics under different conditions, i.e., we stud-
ied how the focus measure F varied with time in experiments where
cells were loaded in the media, with or without a lid. The same vol-
ume and cell density used in the previous experiments were also

a) —no lid
— lid

2 LI | T T LI | LI B T T LI T T
0 4 8 12 16 20 24 28 32 36
Time (hours)
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used. Furthermore, images were taken at 5 min intervals, and the
focus measure was computed for each image and plotted as a func-
tion of time. At the beginning of each experiment, i.e., at t = 0, the
microscope was focused manually, and the position was recorded by
the control system. This position served as a reference. Image acqui-
sition included taking an image at the reference position and taking
another image at an auto-focused position. The latter was taken
after actuating the microscope column to an auto-focused position
according to the control algorithm. Therefore, for the same exper-
iment, images in both focus settings could be acquired in order to
not only study focus degradation over time but also to study the
performance of the autofocusing algorithm.

Figure 7(a) shows measured focus dynamics for two experi-
ments, one with a lid and one without a lid, when the microscope
column is at the reference position. In this setting, the image is
focused at the beginning of the experiment, and subsequent images
for which the focus measure is computed are acquired with the
microscope at that same position. The results show that when no
lid is present, F degrades linearly. In contrast, with a lid, the focus
degrades initially, but it levels off. Generally, the result shows that
F is larger at all times when a lid is used, suggesting higher-quality
images. Figure 7(b) shows experimental results when autofocusing is
used. Without a lid, F remains constant. This suggests that the aut-
ofocusing algorithm can maintain the same image quality as that of
the image acquired at the reference position. However, when a lid is
used, focus degrades initially and subsequently levels off, similar to
the experiment where no autofocusing was used. However, in con-
trast with the results of Fig. 7(a), autofocusing does not provide a
greater focus measure all throughout the experiment when the lid is
used.

The results of Fig. 7 imply that autofocusing can offset the
degradation in focus experienced when no autofocusing or no lid

! b
—no lid
) e [id

S
& 3
=

2 I T T T I 1 T 1 1 1 T 1 T T T T Ll

0 4 8 12 16 20 24 28 32 36

Time (hours)

FIG. 7. (a) Focus measure dynamics for two experiments, one with a lid and one without a lid, when the microscope column is at the reference position. (b) Focus measure

with autofocusing and for two experiments, one with a lid and one without a lid.
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is used. However, the performance of autofocusing and that of sim-
ply using a lid are not significantly different. This would mean, a
priori, that one could use either method. However, we submit that
autofocusing might still be needed when using a lid as there are
mechanisms other than evaporation that may degrade image qual-
ity. For example, as cells metabolize the media and undergo their
normal life-cycle events, their refractive index can change.”* This
could cause image quality to degrade. Thus, in such a scenario,
autofocusing may compensate for the loss in image quality.

C. Autofocusing
1. Hardware

The autofocus system includes a printed circuit board (PCB)
equipped with a microcontroller (Arduino Nano Every Monza,
Italy) configured to control a two-phase, 400-step per rotation, step-
per motor (SparkFun Electronics, Niwot, CO). The PCB has two
power supply domains: an 8 V power supply for the motor and the
microscope’s light source and a 5 V power supply for the microcon-
troller. Separating the power supplies helped protect sensitive com-
ponents such as the microcontroller from power supply disturbances
originating from the relatively high switching currents of the stepper
motor. To further enhance protection, large decoupling capacitors
were used to reduce ripples on the power supplies during opera-
tion. The PCB further includes a motor driver module (DRV 8833,
Adafruit) that interfaces the microcontroller with the stepper motor.
In addition to energizing the motor, the driver module limits the
current in each phase to 1.2 A to avoid overheating.

Because fine focusing requires a low amount of torque, the
stepper motor is mounted directly on the microscope. This is
done using the PCB as base, without the use of brackets. Mount-
ing slots allow for a GT-2 timing belt (2 mm pitch, 6 mm width
from McMaster-Carr Elmhurst, IL) to provide tension adjustment.
The stepper motor drives the belt using a 24 T pulley (McMaster-
Carr) The belt connects to the fine focus using a 92 T 3D printed
pulley. To withstand the high humidity of the incubator environ-
ment, the pulley was printed in NextDent Ortho clear resin (3D
Systems, Rock Hill, SC). Furthermore, in order to keep the pul-
ley from slipping around the focus knob, two 4-40 stainless screws
(McMaster-Carr) were used to securely attach the pulley to the
microscope’s fine focus knob. The autofocus control system is shown
in Fig. 8(a).

2. Autofocusing algorithm and algorithm
convergence

The autofocus system’s hardware module is configured to move
the microscope column and place it at an optimum position, and its
software module is configured to find the optimum position based
on focus measures computed from acquired images; the software
module is further configured to issue commands for actuating the
microscope column. The autofocus problem can be thought of as
finding the position p for which the focus measure F is maximized;
this is written mathematically in Eq. (4),

p" = maxF(p), (4)

F(p) Ny t+cap+ Czpz, (5)
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FIG. 8. (a) Autofocusing hardware includes a microcontroller configured to drive
a stepper motor. The motor is attached via a belt to a 3D-printed wheel affixed
to the microscope’s fine focus knob. (b) The autofocusing algorithm estimates the
focus for 7 arbitrarily chosen positions around a current or a reference position
of the microscope column. A quadratic is used to fit the focus data in the least
squares sense, and the position p* at which the quadratic is maximized. The focus
at p*, i.e., the optimum focus F*, is then calculated. We note that F* is not the
maximum value of the quadratic, but rather the calculated focus measure when
the microscope column is moved to the position p*.
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Here, p is the position of the microscope column, which we express
in steps of the stepper motor relative to a reference position. Since
F is a measured function rather than an analytical one, we approxi-
mate it as a quadratic polynomial for ease of optimization.” This is
expressed in Eq. (5), where ¢y, ¢1, and ¢, are the real coefficients of
the polynomial. To obtain the optimum position, and thus the max-
imum focus measure, the microscope column is set sequentially to
n distinct positions corresponding to p,, p,, ..., p, and focus mea-
sures Fi, Fs, ..., F, are computed for the images acquired at each of
these positions. With these n observations, we construct the matrix
equation shown in Egs. (6) and (7). Because there are more observa-
tions than coefficients, Eq. (7) has the least squares solution shown in
Eq. (8). Once the coefficients are found, the quadratic’s maximum is
calculated when a goodness of fit threshold is met for the n observa-
tions. The position at which the maximum occurs is p*, and it can be
found from the coefficients using Eq. (9). Figure 8(b) shows the esti-
mated quadratic fit for n = 7. The seven focus measures estimated at
the n positions are shown, and the optimum position p* returned by
the algorithm is also noted on the graph. Once the microscope col-
umn is moved to p*, an image is acquired, and the optimum focus
measure F* is calculated.
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The average convergence time tay, is a key performance met-
ric of an autofocusing system. Figure 9(a) shows a histogram of
convergence times recorded for our system. The measured average
convergence tay, was 29.8 s. This result suggests that autofocusing
convergence is slow for our implementation; however, because the
cellular biophysical processes under study can take quite a long time
(hours to days), this performance level is not detrimental to our
application.

Nevertheless, for further improvements, we show in Fig. 9(b)
the relative contribution to the convergence time of the differ-
ent operations carried out by the software and hardware module.
Image acquisition accounts for 57% of convergence time, whereas
the motor’s stepping and computing the focus measures from the
acquired images accounts for 30% and 11%, respectively. Additional
software delays may be incurred, and they account for 2% of the
convergence time.

Generally, the results of Fig. 9 imply that there is a large vari-
ance in the autofocus convergence time. This variance may be caused
by noise in the camera system and by vibrations in the lab, as the
microscope is not placed on a vibration isolation table. Because of
these factors, the autofocus control system may require additional
sample points and additional images to be taken at each position.
Autofocus convergence time may be traded off with image quality.
This may be done using a goodness of fit measure of the quadratic as
a threshold.

D. Cell counting

Cell counting with a computer vision algorithm helps correlate
measured capacitance time series data with cell culture growth. For
instance, Smith et al. showed that the average capacitance measured
across 16 capacitance-sensing electrodes had a strong correlation
with the evolution of cell numbers in a region of interest.!' From this
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observation, they developed a temporal model that related average
measured capacitance with cell numbers. However, the computer
vision algorithm’s performance strongly depended on image quality
and, as a corollary, on the ability to maintain a high focus mea-
sure. The results featured in this section show that using a lid and/or
autofocusing improves the performance of computer vision-based
cell detection and cell counting software. Our study used a com-
puter vision algorithm previously developed in our group, which we
briefly describe in the following, but a more in-depth coverage can
be found in Refs. 11 and 12.

Compared to state-of-the-art methods, which train with
focused images including background features and references, such
as electrode or interconnect patterns,””’ our computer vision
algorithm averages these artifacts out by using a correlation fil-
ter across multiple labeled images.”® Generally, our algorithm first
includes processing the images after acquisition to enhance qual-
ity. This step can include sharpening and/or applying a false color
scheme to enhance the contrast between the cells and the back-
ground. Next, a reference image is used to build a template that
matches cellular features. During execution, the algorithm matches
the template with image regions, F;, returning a correlation measure
between the template and images features in a specific region.””"’
Locations with high correlations are flagged as likely having cells
present;*! in Figs. 10 and 11, markers for high correlation are
indicated by the magenta-colored dots. To be effective, the tem-
plate is constructed as a correlation filter that must be trained
with labeled features that are known a priori to correspond to
cell features. The filter training process optimizes a convolution
response G; between input patches F; in a training set and the to-be-
trained filter H. This training process is formulated in the following
equation:

H:argmfiInZ”F,»@H*—G,-H%. (10)
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FIG. 9. Autofocus convergence timing information for trial 1; the other trials are similar. (a) Histogram of the autofocus convergence time the mean and standard deviation
are 29.8 + 4.4 s. (b) Breakdown of the autofocus convergence with the largest slices getting a new image and stepping to the next position.
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FIG. 10. Cell counting with no lid. (a) and (b) The microscope column is held at
the reference position, i.e., at the fixed focus position, which is set at the begin-
ning of the experiment (t = 0 h). The number of cells counted (including false
positives) was k = 2413 in the image. At time t = 40 h, the image degrades
due to media evaporation. Consequently, the cell counting code can only iden-
tify k = 1309 objects in the field of view. (c) and (d) At t = 0 h, the microscope is
held at the reference position, and we registered k = 2982 objects. With autofo-
cusing, at time ¢ = 40 h, high image quality is maintained, and k = 5826 objects
are counted. We note that here, the cells are in a region of interest that is sparsely
populated by interdigitated capacitance-sensing electrodes. !’

The algorithm was evaluated as a standard object detection
task using a manually labeled dataset, and the average precision was
found to be 0.871 for an intersection over union (IoU) set at 50%.*”
We note that precision, i.e., the ability to correctly detect a cell, also
depends on the intrinsic features of the images under test and the
experimental conditions during image acquisition. In the former
case, the chip’s top metal lines, although helpful when calculating
a focus measure, can lead to false positives in cell counting. In the
latter case, vibrations, errors in positioning, and random variations
in the light field can also lead to false positives,”* which introduces
some variance in the cell counts estimated. Nevertheless, our scope
in this work is concerned with studying the interplay between evapo-
ration dynamics, autofocusing, and cell detection. As such, we report
a total number of estimated objects in the field of view, denoted
k, and this number accounts for cells successfully flagged by the
algorithm, as well as false positives.

As a measure of autofocusing performance, we compare the
value of k at the beginning and at the end of each experiment,
under various focus conditions (autofocusing and fixed focusing),
and under two evaporation conditions (lid and no lid). Figures 10(a)
and 10(b) show the beginning and end point, respectively, for an
experiment with no lid and no autofocusing. At time t = 0, the focus
is fixed manually and the microscope column is held at the reference
position. At time t = 40, the focus degrades as a result of evaporation.
This can be seen from the blur in Fig. 10(b). For the two cases, the
computer vision algorithm returns k = 2413 and k = 1309 respec-
tively. With the blurred image, the computer vision algorithm is
unable to register all the cells present in the field of view. In contrast,
with autofocusing, the cells can be clearly resolved by the computer
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FIG. 11. Cell counting with an immersion lid. (a) and (b) The microscope column
is held at the reference position, i.e., at the fixed focus position, which is set at
the beginning of the experiment (t = 0 h). The number of cells counted (includ-
ing false positives) was k = 2609 in the image. At time t = 40 h, image quality is
maintained. The computer vision code identifies k = 5172 objects in the field of
view. (c) and (d). With autofocusing, at time t = 0 h, k = 2679 and at t = 40 h,
k = 5361. With autofocusing, image quality is maintained throughout the exper-
iment and the counts are consistent with the fixed focus experiment. Again, we
note that here, the cells are in a region of interest that is sparsely populated by
interdigitated capacitance-sensing electrodes. !’

vision algorithm at the end point. For example, Fig. 10(c) reports
k =2982 at the reference position and k = 5826 at the end point.
This means that autofocusing maintains imaging quality across the
whole experiments, allowing proper estimation of the number of
cells present in the field of view.

Figures 11(a) and 11(b) show the beginning and end point,
respectively, of another experiment in which a lid was used but with-
out autofocusing. Both images are clear, which means that a high
focus was maintained by the autofocusing algorithm. At the start of
the experiment, the computer-vision code registered 2609 objects
and 5172 objects at the end point. Figures 11(c) and 11(d) show
similar numbers and the same high-quality images at both start and
finishing when autofocusing was used actively. This means that aut-
ofocusing achieves the same results as when a lid is used without
autofocusing.

IV. DISCUSSION AND CONCLUSIONS

This paper presented a quantitative study of image quality
degradation as a function of cell media evaporation in an in-
incubator lab-on-CMOS capacitance sensing platform. We showed
that evaporation still occurs when a novel immersion lid is used,
although at a smaller rate than when no lid is used. The immersion
lid was provisioned with side ports to allow gas exchange with the
cell media, allowing the cells to thrive. We showed that this lid allows
cell culture for up to 40 h with high-quality images. In addition, the
immersion lid has the advantage of reducing the evaporation rate.
This is an important feature for cell culture, as a reduced evaporation
rate means that the cell media’s respective concentrations of salts,
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proteins, and small molecules do not experience large changes over
time, which allows for uniform culture conditions over long periods.

We showed that autofocusing was another viable mechanism
for ensuring high-quality image acquisition. To do so, we con-
structed a custom autofocusing system (hardware and software) with
which we retrofitted a standard upright optical microscope. Com-
bining the immersion lid with autofocusing did not yield better
results than when one technique was used without the other.

We also note that both methods have shortcomings. The main
drawback of the immersion lid is maintaining cleanliness, as clean-
ing involves several process steps. Moreover, the auto-focusing sys-
tem increases the amount of time that the microscope light is on;
this may be detrimental to cell cultures. This is especially important
if the microscope uses a halogen or an incandescent light source;
in our experience, these types of sources can generate enough heat
to cause local temperature gradients in the cell culture and com-
promise cell viability. Furthermore, the slow convergence speed of
the auto-focusing system may be improved using a faster image
acquisition system, as we found that image acquisition was the main
impediment to a fast auto-focusing convergence time.

Finally, we note that a better microscope, higher magnifica-
tion, or an immersion lens could undoubtedly mitigate some of the
issues raised in this paper in regard to focus degradation and imag-
ing quality in general. Moreover, a perfusion system could also be
used to mitigate cell media evaporation. However, we caution that,
by design, the imaging hardware overhead in the present study was
chosen to be minimal to ensure simplicity. In addition, also for
the sake of simplicity, we did not consider the use of a perfusion
system. These design choices were made because, at scale, we do
not envision calibrating our lab-on-CMOS sensors with complex
microscopy hardware and perfusion systems, but rather with simple
upright bright-field microscopy hardware having long working dis-
tances and low magnification so that a wide area of a chip in a culture
well may be imaged. Above all, our vision is that the imaging sys-
tem itself can also be miniaturized and integrated on a scanning rack
inside the incubator to calibrate a large number of sensors deployed
in a well plate format® simply by positioning an imaging head over
a specific sensor. In sum, despite the above-noted limitations, our
results represent the first quantitative study to highlight the chal-
lenges encountered when calibrating lab-on-CMOS microsystems
using microscopy as ground-truth data. As such, they lay the ground
work for more robust calibration techniques to be developed.
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