
Digital Object Identifier (DOI) https://doi.org/10.1007/s00220-024-05105-4
Commun. Math. Phys. (2024) 405:254 Communications in

Mathematical
Physics

Reducibility Without KAM

F. Argentieri1 , B. Fayad2

1 University of Zurich, Zurich, Switzerland. E-mail: fernando.argentieri@math.uzh.ch
2 University of Maryland, College Park, USA. E-mail: bassam@umd.edu

Received: 31 May 2023 / Accepted: 24 July 2024
Published online: 12 October 2024 – © The Author(s) 2024

Abstract: We prove rotations-reducibility for close to constant quasi-periodic SL(2,R)

cocycles in one frequency in the finite regularity and smooth cases, and derive some
applications to quasi-periodic Schrödinger operators.

Introduction

In this paper we will study smooth quasi-periodic SL(2,R) cocycles in one frequency.
These are skew products of the form

(α, A) : T × R
2 → T × R

2

(x, y) → (x + α, A(x)y),

A ∈ C∞(T, SL(2,R)).
We will be interested in the case A is close to a constant matrix. A classical problem is

to see if (α, A) is reducible, that is, conjugated to a constant matrix cocycle. We say that
(α, A) is C∞-reducible if there exists B ∈ C∞(R/2Z, SL(2,R)) and A∗ ∈ SL(2,R)

such that

B(θ + α)A(θ)B(θ)−1 = A∗, ∀θ ∈ R/2Z.

Reducibility is an important question in the study of quasi-periodic cocycles and its
applications to the spectral theory of Schrödinger operators.

When α satisfies a Diophantine condition, many reducibility results were obtained by
the KAM (Kolmogorov-Arnold-Moser) technique since the seminal paper by Dinaburg
and Sinai [6]. Most of the results were obtained for real analytic cocycles, but KAM
methods also yield reducibility results in the smooth category, see [10, Section 2.4] for
example.
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If α is just irrational, reducibility does not hold in general. Indeed, the rotations-valued
cocycle (α, A), A(·) = Rφ(·), with φ ∈ C∞(T,R) and

Rφ(x) :=
(

cos(2πφ(x)) − sin(2πφ(x))

sin(2πφ(x)) cos(2πφ(x))

)
,

is smoothly reducible if and only if the cohomological equation

φ(x) −
∫
T

φ(θ)dθ = h(x + α) − h(x) (E)

has a smooth solution. It is known that the cohomological equation does not have smooth
solutions in general when α is not Diophantine.

However, one can still ask about reducibility to a rotation-valued cocycle, that is, the
existence of a smooth conjugacy B such that B(x + α)A(x)B−1(x) ∈ SO(2,R). We
then say that the cocycle is rotations-reducible. Rotations-reducibility is important in
the global theory of 1 dimensional quasi-periodic cocycles, and has many applications
for quasi-periodic Schrödinger operators, some of which will be mentioned below.

Rotations-reducibility for close to constant cocycles, irrespective of any arithmetic
condition on the irrational base frequency α ∈ T, was obtained in [2] in the real analytic
category. The aim of this paper is to extend the results of [2] to the finite regularity and
smooth case. Rotations-reducibility was obtained in some ultradifferentiable classes
(for example Gevrey) by Cheng, Ge, You, Zhou in [7], while our rotations-reducibility
result holds in finite regularity (see also [11] for questions about reducibility with low
regularity).

Before stating our main theorem, we recall the definition of the fibered rotation
number ρ = ρ(α, A). If A is homotopic to the identity, G is the projective cocycle
associated with (α, A), that is:

G : T × S
1 → T × S

1

(x, y) →
(

x + α,
A(x)y

||A(x)y||
)

,

and G̃(θ, y) = (θ + α, y + f (θ, y)) is a lift of G in T × R, then:

lim
n→∞

1

n

n−1∑
i=0

f (G̃i (θ, y))

exists and it is independent of (θ, y). The class of this number in T is the fibered rotation
number.

We will prove the following

Theorem 1. Let ε > 0, r0 ≥ 200. There exists ε0 > 0 such that, for α ∈ R − Q there
exists a set Q(α) ⊆ T with m(Q(α)c) < ε such that the following holds:
if A0 ∈ C∞(T, SL(2,R)), R ∈ SO(2,R), ρ(α, A0) ∈ Q(α) and:

||A0 − R||50r0 < ε0,

then, there exist B ∈ C∞(T, SL(2,R)), φ ∈ C∞(T,R) such that,

B(x + α)A0(x)B−1(x) = Rφ(x),

with:

||φ − ρ||r0 , ||B − I d.||r0 <
√

ε0.
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Finite regularity. Observe that in the proof of Theorem 1, in order to show the con-
vergence of the scheme in norm Cr0 we will use only derivatives of A up to order
50r0. In particular, the same statement holds in class Cr0 if A is only assumed to be in
C50r0(T, SL(2,R)). Our assumption that r0 ≥ 200 is not optimal, neither is the close-
ness condition in class C50r0 . In fact, we will explain later why the more α is Liouville,
the more r0 can be taken small.

Reducibility in the Diophantine case. When the base frequency α is Diophantine, our
result implies smooth reducibility since the cohomological equation (E) has a smooth
solution h. Finite regularity reducibility results, depending on the Diophantine exponent
of α, can also be obtained from the proof of Theorem 1 and the study of (E) in finite
regularity.

Full measure rotations-reducibility. Eliasson’s theory. Eliasson developed a non-
standard KAM scheme which enabled him to prove a much stronger version of Dinaburg-
Sinai theorem. He showed that for every Diophantine α, there exists a full Lebesgue
measure set Q(α) such that if the cocycle is sufficiently close to constant (depending on
α) and if ρ(α, A) ∈ Q(α) then (α, A) is reducible [8].

Note that for arbitrary irrational frequency α, unconditional almost reducibility and
therefore full measure rotations-reducibility, for analytic close to constant cocycles,
should follows from Avila’s global theory [1].

In [12], Hou and You proved a continuous time version of [2] with a different method.
They also proved that almost reducibility always holds in the close to constants regime
in the analytic case, which gives rotations-reducibility for a full measure set of fibered
rotation numbers.

In the smooth category, full measure rotations-reducibility does not hold, since
counter-examples were found in Gevrey class by Avila and Krikorian [5]. In this re-
spect, the result of Theorem 1 is optimal.

The case of general matrix cocycles. Reducibility results for quasi-periodic cocycles
valued in GL(d,C) above a one-dimensional Liouvillean rotations, extending the results
of [2,12], were obtained in [15] in the real analytic setting. The scheme developed in the
proof of Theorem 1 should be useful to address similar extensions in the smooth setting.

Applications to one-dimensional quasi-periodic Schrödinger operators. The main
source of examples of cocycles that we are considering are the Schrödinger cocycles

Av,E (x) =
(

E − v(x) −1
1 0

)
,

where v ∈ C∞(T,R) and E ∈ R are related to the spectral study of one-dimensional
quasi-periodic Schrödinger operators:

(Hu)n = un+1 + un−1 + v(θ + nα)un . (1)

An application of our main result is the following.

Theorem 2. If v ∈ C∞(T,R) is close to a constant, α ∈ R, then there is a positive
measure set of E such that (α, Av,E ) is rotations-reducible. In particular, for v close
to a constant there exists some absolutely continuous part in the spectrum of the corre-
sponding Schrödinger operator in (1).
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Another application concerns Schrödinger’s conjecture stating that for general dis-
crete Schrödinger operators over uniquely ergodic base dynamics, all generalized eigen-
functions are bounded for almost every energy in the support of the absolutely continuous
part of the spectral measure. This conjecture was disproved by Avila (see [3]). In [13],
Marx and Jitomirskaya pointed out that the Schrödinger’s conjecture in the quasiperiodic
setting is still an open problem in the smooth category. The following result, implies
that the Schrödinger conjecture is true for the one-dimensional smooth quasi-periodic
Schrödinger operators over irrational circle rotations.

Theorem 3. Let v ∈ C∞(T,R). Then, for almost every E in the spectrum, (α, Av,E ) is
either non uniformly hyperbolic or smoothly rotations-reducible.

The proof of Theorem 3, starts from Kotani theory, and then uses the work of Avila and
Krikorian in [4] where they prove the convergence to constants of the renormalizations
of cocycles that are L2-conjugated to rotations, in order pass from global to local. The
implication of Theorems 2 and 3 from Theorem 1 can be obtained in exactly the same
way as Theorem 1.1 is obtained from Theorem 1.3 in [2], with.

Main novelties and outline of the proof. The proof follows an inductive conjugation
scheme based on the so-called cheap trick introduced in [10] and further developed in
[2].

One main novelty in our approach is that in finite regularity it is possible to fully use
the strength of the cheap trick in which no loss of derivatives is incurred in finding the
conjugacy (see (2) below), since no cohomological equation is solved. As a consequence,
the convergence of our conjugation scheme is quite different from that of KAM smooth
schemes, and is much simpler. In particular, it does not require any approximation of
smooth functions by analytic ones.
The main other novelty is in the new choice of the subsequence of the sequence (qn) of
denominators of the best rational approximations along which the cheap trick is applied.
Given the sequence (qn) of denominators of the best rational approximations of an
irrational number, the notion of Diophantine bridges, a sufficiently long succession of
qn where qn+1 is bounded by a fixed power of qn , was explicitly introduced in [9] to
settle the global smooth conjugacy problem of commuting circle diffeomorphisms.

In [2], a pattern of Diophantine bridges that alternate with big power jumps in the
sequence (qn) was proved to exist for every irrational α. A subsequence (qnh ) (called
(Qh) in [2]) of (qn) is then chosen using the endpoints of the Diophantine bridges and
the qn with a big jump from qn to qn+1. This subsequence is used to apply the cheap
trick and prove rotations-reducibility in the real analytic context.

The choice of the sequence (qnh ) is important to have a nice control on the Birkhoff
sums and make sure that they are close to their mean (which allows to use the hypothesis
on the fibered rotation number), and also to get sufficient gain from applying the cheap
trick in terms of decreasing the magnitude of the non-abelian part of the cocycle.

The choice of the sequence (qnh ) in [2] was adapted to the real analytic category, and
in the current work it is crucial to choose quite differently the sequence (qnh ) to adapt to
the smooth setting, that is needed not only to have a nice control on the Birkhoff sums,
but also to have a good control of high norms of the error term.
Finally, to prove the convergence of the scheme it is crucial also to have improved
estimates on the derivatives of the iterated cocycle that are adapted to the smooth setting
(see Proposition 3), compared to the previously used bounds such as the ones in [10].
We now recall the idea behind the cheap trick and give an outline of the iterative conju-
gation scheme that is used to prove Theorem 1.
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Let qn be a denominator of a best rational approximation of α. If the cocycle ma-
trix A(·) = Rφ(·) + F(·) is very close to the SO(2,R) cocycle Rφ(·), then A(qn)(x) :=
RSqn φ(x)+ξ(x) is elliptic for every x ∈ T. In this case, we can find B1 ∈ C∞(T, SL(2,R)),

φ1 ∈ C∞(T,R) such that

B1(x)A(qn)(x)B−1
1 (x) = Rφ1(x),

and for t ∈ N

||B1 − I d.||t , ||φ1 − φ||t ≤ C(t)||(R2Sqn φ − I d.)−1ξ R−Sqn φ ||t , (2)

If in addition the Birkhoff sum Sqn φ is uniformly close to its average, then this average
is close to qnρ(α, A), where ρ(α, A) is the fibered rotation number of (α, A). Hence,
if |||2qnρ(α, A)||| (||| · ||| being the distance to the closest integer) is not too small, then
B1 is close to the Identity matrix. Finally, the essential point in the cheap trick is to see
that the conjugated cocycle A1(x) := B1(x + qnα)A(qn)(x)B−1

1 (x) is of the order of
|||qnα||| ∼ 1

qn+1
closer to a rotation valued cocycle then A(qn) was. One can conjugate A1

now and gain another factor 1
qn+1

. Repeating the procedure r0 + 1 times one obtains a

conjugacy B̃ := Br0+1 . . . B1 such that

B̃(x + qnα)A(qn)(x)B̃−1(x) = F̃(x) + Rφh(x)

such that, if we suppose |||2qnρ(α, A)||| ≥ c
n2 , it holds for 0 ≤ h ≤ r0 + 1:

||F̃ ||t ≤ C(t + h)n2r0(t+1)

qh
n+1

max
β∈{0,1} ||F̄ ||βt+h

(||F̄ ||1||φ̄||t+h
)1−β

. (3)

One then derives from (3) similar estimates on how close B̃ conjugates the original
cocycle (α, A) to a rotation valued cocycle.

An important point of the cheap trick is that we get inverse powers q−h
n+1 in the control

of the new nonlinearity when we compare to ||F ||t+h . However as we see in (2), there is
no loss of derivatives in the scheme because we never solve a cohomological equation.

Plan of the paper. The main inductive conjugation step is stated in Proposition 1 and
the proof of Theorem 1, based on Propositon 1, are given in Sect. 2.

The outcome of the cheap trick is the content of Propositon 2 of Sect. 3, which is the
main step of the proof. The proof of Proposition 1 is given in Sect. 5. It goes through the
application of the cheap trick to the iterated cocycle A(qn), explained in Sect. 5.1, and
through the estimates for going back to the original cocycle, explained in Sect. 5.2.

The estimates on the iterated cocycle (qnα, A(qn)) are included in Sect. 4. In Sect. 4.1
we state and prove the estimates on the upper bounds on the non-abelian part of the
iterated cocycle, and in Sect. 4.2 we include the crucial estimates on the Birkhoff sums
along the selected subsequence of (qn(α)).

Finally, the Appendix A contains the statements and proofs of some basic analysis
lemmas that are used throughout the paper.
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1. Notations and Definitions

In all the sequel α will be a fixed irrational number. If f ∈ C∞(T,R) we denote the
Birkhoff sums of f above the circle rotation of angle α for n ∈ N

Sn f (x) :=
n−1∑
h=0

f (x + hα).

For A ∈ C∞(T, SL(2,R)), n ∈ N, we denote

A(n)(x) :=
0∏

j=n−1

A(x + jα).

For f ∈ C∞(T,R), k ∈ N, we denote by Dk f the k-th derivative of f and

| f |0 := sup
x∈T

| f (x)|, ||F ||k :=
k∑

h=0

|Dh f |0.

We use the notation

|||x ||| = inf
p∈Z |x − p|.

We define (qn) to be the sequence of denominators of the best rational approximations
of α. Recall that qn satisfies q0 = 1 and

∀1 ≤ k < qn, |||kα||| ≥ |||qn−1α|||. (4)

Recall also that

1

qk+1 + qk
< |||qkα||| <

1

qk+1
. (5)

2. Main Inductive Conjugation Step

In this section we state the main Proposition 1 containing one step of the reducibility
scheme and we show how Theorem 1 follows directly from it.

Definition 1. Let α be irrational. We define a subsequence of convergents (qnh )h∈N in the
following way. We let n0 = 0. Now, suppose that we have defined the subsequence up to
qnh . If there exists k such that q2

nh+1 ≤ qk < q4
nh+1, we define nh+1 := k. Otherwise, we

take nh+1 := max{k ∈ N : qk ≤ q2
nh+1}. Note that in the first case qnh+1 ≥ q2

nh+1 > qnh+1

so that k > nh + 1 > nh , and in the second case, for k = nh + 1 we have qk < q2
nh+1 so

that max{k ∈ N : qk ≤ q2
nh+1} ≥ nh + 1 > nh . In particular, the sequence (nh)h∈N is

strictly increasing. For h ∈ N, we use the notation sh := ∏h
l=0 qnl .

Lemma 1. For h ∈ N, qnh+1 ≤ q4
nh+1. Moreover, for h ∈ N: s6

h ≤ q12
nh+1

.

Proof. It follows by the definition of (qnh )h∈N. �
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Proposition 1. Let ε > 0. There exists ε0 > 0 such that the following holds. Let α

be irrational, (qn)n∈N be the convergents of α, r0 ≥ 200 and A0 = Rφ0 + F0 ∈
C∞(T, SL(2,R)), φ0 ∈ T, Rφ0 ∈ SO(2,R) such that

||F0||50r0 < ε0.

and ρ := ρ(α, A0) satisfies |||2qnh ρ||| ≥ ε

n2
h

where (nh) is as in Definition 1.

Then, there exist Bh, Fh ∈ C∞(T, SL(2,R)), φh ∈ C∞(T, SL(2,R)) such that for
h ∈ N:

Bh(x + α)(Rφh(x) + Fh(x))B−1
h (x) = Rφh+1(x) + Fh+1(x), (6)

||Fh+1||1 ≤ ε0

q
r0
8

nh+1

, ||Fh+1||50r0 , ||φh+1||50r0 ≤ s6
h (7)

where sh := ∏h
l=0 qnl and, for t ∈ N:

||Bh − I d.||t , ||φh+1 − φh ||t , ||Fh+1||t ≤ C(t)n4tr0
h q5

nh
max

β∈{0,1} ||Fh ||βt (||Fh ||1qnh ||φh ||t )1−β.

(8)

Now we show how Theorem 1 follows directly from Proposition 1.

Proof of Theorem 1. We want to show that the following limits exist in the C∞ category
and that they satisfy all the requirements of Theorem 1

B(x) := lim
h→+∞ Bh . . . B0(x), φ(x) := lim

h→+∞ φh(x).

We first address the convergence in class Cr0 . Proposition 1 implies by convexity that

||Fh ||r0 ≤ C ||Fh ||1− 1
50

0 ||Fh ||
1

50
50r0

<

√
ε0

q6
nh

, (9)

where in the last inequality we have used the estimate in (7) for ||Fh ||1, ||Fh ||50r0 and the
fact that r0 ≥ 200. Next, by (8), (9):

||B − I d||r0 , ||φ − ρ||r0 ≤
∞∏

h=0

(1 + C(r0)n
4r2

0
h q5

nh
sup

β∈[0,1]
||Fh ||βr0

(||Fh ||0qnh ||φh ||r0)
1−β) − 1

≤
∞∏

h=0

⎛
⎝1 +

C(r0)n
4r2

0
h ε0

qnh

⎞
⎠ − 1 ≤ √

ε0

if ε0 is small enough. So, we have proved the convergence in norm Cr0 as well as the
bounds (1). The conjugacy equation then follows from (6).

Now we use interpolation and the bounds in (8) to prove the smooth convergence.
By (7), (8):

||φh+1||t ≤ ||φh+1 − φh ||t + ||φh ||t ≤ C(t)n4r0t
h q5

nh
(||Fh ||r0 + qnh ||Fh ||0||φh ||t ) + ||φh ||t

≤ C(t)n4r0t
h q5

nh
||Fh ||r0 + (1 +

1

qnh

)||φh ||t .
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So, iterating we get:

||φh+1||t ≤ C(t)n4r0t
h q5

nh

h∑
l=0

||Fl ||t . (10)

Let t ∈ N, t > r0. By (8) and (10), there exists N ∈ N such that for h ≥ N :

||Fh+1||20t ≤ n4r0t
h q5

nh

h∑
l=0

||Fl ||20t ≤ q6
nh

h∑
l=0

||Fl ||20t ,

where in the last inequality we have used Lemma 1. In particular there exists N1 > N
such that, for h > N1:

||Fh+1||20t ≤ nh

(
h−N∏
l=0

q4
nN+l

)
N∑

l=0

||Fl ||20t ≤ q6
nh

N∑
l=0

||Fl ||20t ≤ C(t)s6
h ≤ C(t)q12

nh+1
,

with the last inequality that follows by Lemma 1. So, by convexity and the estimates of
||Fh+1||r0 in (9) we get:

||Fh+1||t ≤ C ||Fh+1||
1− t−r0

20t−r0
r0 ||Fh+1||

t−r0
20t−r0
20t ≤ 1

q
5+ 1

3
nh+1

.

In particular, for any t ∈ N there exists N̄ ∈ N such that for h > N̄ :

||Bh − I d.||t , ||φh+1 − φh ||t ≤ C(t)n4tr0
h

q
1
3

nh

,

finishing the proof of smooth convergence of the scheme. �


3. The Cheap Trick

The aim of this section is to prove the following.

Proposition 2. Let φ̄ ∈ C∞(T,R)and Ā = Rφ̄+F̄ ∈ C∞(T, SL(2,R)), r0 ∈ N, n ∈ N

be such that

||(R2φ̄ − I d.)−1||0 ≤ Cn2, ||F̄ ||0 <
1

qn
, ||F̄ ||r0 , ||φ̄||r0 < 1. (11)

Then, there exist B̃, F̃ ∈ C∞(T, SL(2,R)), φ̃ ∈ C∞(T,R) with for any t ∈ N

||B̃ − I d.||t , ||φ̃ − φ̄||t ≤ C(t)n2(t+1) max
β∈{0,1} ||F̄ ||βt

(||F̄ ||1||φ̄||t
)1−β

(12)

and

B̃(x + qnα) Ā(x)B̃−1(x) = Rφ̃ + F̃, (13)

and, for 0 ≤ h ≤ r0 + 1:

||F̃ ||t ≤ C(t + h)n2r0(t+1)

qh
n+1

max
β∈{0,1} ||F̄ ||βt+h

(||F̄ ||1||φ̄||t+h
)1−β

. (14)
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In order to prove Proposition 2 we prove at first some simple lemmas.

Lemma 2. Let D > 0. There exists ε > 0 such that, if Ā = Rφ̄ + F̄ ∈ C∞(T, SL(2,R))

with || Ā||0 < D, ||F̄ ||0 < ε min{1, inf x∈T ||R2φ̄(x) − I d.||}, then there exists B̃1 ∈
C∞(T, SL(2,R)), φ̃1 ∈ C∞(T,R) with:

||B̃1 − I d.||t , ||φ̄ − φ̃1||t ≤ C(t)( inf
x∈T ||R2φ̄(x) − I d.)||)−(2t+1)(||F̄ ||t ||φ̄||0 + ||F̄ ||0||φ̄||t ) (15)

such that:

B̃1(x) Ā(x)B̃−1
1 (x) = Rφ̃1(x). (16)

Proof. We will sketch the proof following [2]. Let Y := F̄ R−φ̄ , G1 := log(1 + Y ), θ1 =
φ̄, so that Ā = eG1 Rθ1 . Let:

G1 =
(

x1 y1 − 2π z1
y1 + 2π z1 −x1

)
,

Ḡ1 :=
(

x1 y1
y1 −x1

)
,

(
x̃1
ỹ1

)
:= (R2θ1 − I d.)−1

(
x1
y1

)
,

v1 :=
(

x̃1 ỹ1
ỹ1 −x̃1

)
, θ2 := θ1 + z1,

and C̄ := (inf x∈T ||R2φ̄(x) − I d.)||)−1. Then, we want to show that:

ev1 eG1 Rθ1 e−v1 = eG2 Rθ2 ,

with:

||ev1 − I d.||t ≤ ||(R2θ1 − I d.)−1G1 R−θ1 ||t , ||θ2 − θ1||t ≤ ||G1||t , (17)

||G2||t ≤ C(||v2
1 ||t + ||G1v1||t + ||v1G1||t + ||G2

1||t ). (18)

Note that (17) follows directly from the definition of v1, θ1. So, we just prove (18):

ev1 eG1 Rθ1 e−v1 = (I d. + v1)(I d. + G1)Rθ1(I d. − v1) + O(v2
1).

Then, since by definition of v1 we have

v1 Rθ1 − Rθ1v1 + Ḡ1 Rθ1 = 0, (19)

we get

(I d. + v1)(I d. + G1)Rθ1(I d. − v1) = (I d. + G1 − Ḡ1)Rθ1 + v1 Rθ1

− Rθ2v1 + Ḡ1 Rθ1 + O(v2
1)

= (I d. + G1 − Ḡ1)Rθ1 + O(v2
1)

= Rθ2 + O2(G1, v1),
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where the last inequality follows from

I d. + G1 − Ḡ1 − Rθ2−θ1 = O(G2
1). (20)

Next, (18) follows by the first inequality (||ev1 − I d.||t ≤ ||(R2θ1 − I d.)−1G1 R−θ1 ||t )
and by Lemma 13 of the Appendix. Note that for all t ∈ N, by (18) and convexity:

||G2||t ≤ C(t)(||v1||t ||v1||0 + ||G1||0||v1||t + ||G1||t ||v1||0 + ||G1||0||G1||t )
≤ C(t)ε||v1||t ≤ C(t)ε max{||G1||t ||θ1||0C̄, ||G1||0||θ1||t C̄2t+1}. (21)

In particular, for ε small enough the C0 norm of the new error term gets smaller, and
||G2||0 ≤ Cε||G1||0. Finally, the Lemma follows by iterating the scheme, with B̃1 :=
lim evn . . . ev1 , φ̃1 = lim θn . We prove at first the estimates of the Lemma in norm C0

and then for higher norms. Note that if for i = 1, . . . n:

||Gi ||0 ≤ C(C̄ε)i−1||G1||0, ||vi−1||0 ≤ C̄ ||Gi−2||0.
then:

||vn||0 ≤ CC̄ ||Gn−1||0. (22)

Moreover, as in (17) we have for all n ∈ N:

||θn − θn−1||0 ≤ ||Gn−1||0 (23)

and:

||Gn+1||0 ≤ C(||vn||20 + ||Gn−1||0||vn−1||0 + ||G1||20) ≤ C(C̄ε)n||G1||0. (24)

In particular:

||φ̃ − φ̃1||0 ≤
∑
n∈N

||θn − θn−1||0 ≤ C ||G1||0
∑
n∈N

(C̄ε)n−1 ≤ C ||G1||0.

and:

||B1 − I d.||0 ≤
∑
n∈N

||vn||0 ≤ CC̄ ||G1||0
∑
n∈N

(C̄ε)n−1 ≤ CC̄ ||G1||0.

In particular, the estimates of the lemma hold for t = 0. Now let t > 0. Then:

||vn||t ≤ ||(R2θn − I d)−1Gn R−θn ||t
≤ C(t)(||Gn||t ||θn||0C̄ + ||Gn||0||θn||t C̄2t+1)

≤ C(t)(||Gn||t C̄ + C̄2t+1(C̄ε)n−1||G1||0||θn||t ).
(25)

Moreover, as in (17):

||θn − θn−1||t ≤ ||Gn−1||t . (26)

Finally, as in (21), by (22) and (24) we have:

||Gn||t ≤ C(t)(||vn−1||t ||vn−1||0 + ||Gn−1||0||vn−1||t
+ ||Gn−1||t ||vn−1||0 + ||Gn−1||0||Gn−1||t )

≤ C(t)C̄(C̄ε)n−1(||Gn−1||t + C̄2t (C̄ε)n−2||θn−1||t ),
(27)



Reducibility Without KAM Page 11 of 25 254

So, combining (27), (26) and (25) we get:

||B1 − I d.||t ≤ C(t)
∑
n∈N

||vn||t

≤ C(t)C̄2t+1(||G1||t ||θ1||0 + ||G1||0||θ1||t )
∑
n∈N

(C̄ε)n−1

≤ C(t)C̄2t+1(||G1||t ||θ1||0 + ||G1||0||θ1||t ).
In the same way, by (25), (26) and (27) we have:

||φ̃ − φ̃1||t ≤
∑
n∈N

||θn+1 − θn||t ≤
∑
n∈N

||Gn||t ≤ C(t)C̄2t+1(||G1||t ||θ1||0 + ||G1||0||θ1||t ).

�

Lemma 3. Let φ ∈ C∞(T,R) such that inf x∈T |R2φ(x) − I d.| ≥ C

n2 . For t ∈ N:

|Dt (R2φ − I d.)−1|0 ≤ C(t)n2(t+1)||φ||t ,
Proof. It follows by Lemma 15 of the Appendix by applying Hadamard’s inequality to
each term of the homogeneous polynomials. �

Proof of Proposition 2. By (11), we have that ||A||0 < D, ||F̄ || < ε min{1, ||R2φ̄ −
I d.||0}. Hence, Lemma 2 gives B̃1, φ̃1 such that (15) and (16) hold. Then, by (15) of
Lemma 2, and Lemma 3 and Leibnitz formula, we get for h ∈ N

|Dh(B̃1 − I d)|0,≤ C(h)n2(h+1)
∑

h1+h2+h3=h

|Dh1 F̄ |0||φ̄||h2 ||φ̄||h3 .

Hence, by interpolation inequalities (see Lemma 16 in the Appendix), we get for t ∈ N:

|Dt (B̃1 − I d.)|0 ≤ C(t)n2(t+1) max
β∈{0,1} ||F̄ ||βt

(||F̄ ||0||φ̄||t
)1−β

. (28)

In the same way, (15) implies

||φ̄ − φ1||t ≤ C(t)n2(t+1) max
β∈{0,1} ||F̄ ||βt

(||F̄ ||0||φ̄||t
)1−β

.

Now, let

F1(x) = B̃1(x + qnα) Ā(x)B̃−1
1 (x) − Rφ1(x) = (B̃1(x + qnα) − B̃1(x)) Ā(x)B̃−1

1 (x).

We want to show that, for l = 0, 1:

||F1||t ≤ C(t)n2(t+1+l)

ql
n+1

max
β∈{0,1} ||F̄ ||βt+l

(||F̄ ||0||φ̄||t+l
)1−β

(29)

We prove at first (29) for l = 1.
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Note that: |Dt (B̃1(x + qnα) − B̃1(x))|0 ≤ 1
qn+1

|Dt+1(B̃1 − I d.)|0. Then:

|Dt F1|0 ≤
∑

t1+t2+t3=t

|Dt1(B̃1(x + qnα) − B̃1(x))|0|Dt2 Ā|0|Dt3 B̃−1
1 |0

≤ 1

qn+1

∑
t1+t2+t3=t

|Dt1+1(B̃1 − I d.)|0|Dt2 Ā|0|Dt3 B̃−1
1 |0

≤ C(t)n2(t+2)

qn+1
max

β∈{0,1} ||F̄ ||βt+1

(||F̄ ||0||φ̄||t+1
)1−β

,

with the last inequality that follows from (28).
Now we prove (29) for l = 0:

|Dt F1|0 ≤
∑

t1+t2+t3=t,t1>0

|Dt1(B̃1(x + qnα) − B̃1(x))|0|Dt2 Ā|0|Dt3 B̃−1
1 |0

+
∑

t2+t3=t

|(B̃1(x + qnα) − B̃1(x))|0|Dt2 Ā|0|Dt3 B̃−1
1 |0.

Note that, from the fact that B1 is close to the identity, if Y1 := B1 − I d., we have:

||B−1
1 − I d||t ≤ C(t)||B1 − I d.|| + C(t)||Y 2

1 ||t
and:

||Y 2
1 ||t ≤ C(t)||Y1||0||Y1||t .

In particular:

||B−1
1 − I d.||t ≤ C(t)||B1 − I d.||t .

Now, for the first term we get:

∑
t1+t2+t3=t,t1>0

|Dt1(B̃1(x + qnα) − B̃1(x))|0|Dt2 Ā|0|Dt3 B̃−1
1 |0

≤ 2
∑

t1+t2+t3=t

|Dt1 B̃1|0|Dt2 Ā|0|Dt3 B̃−1
1 |0 ≤ C(t)n2(t+2) max

β∈{0,1} ||F̄ ||βt
(||F̄ ||0||φ̄||t

)1−β
.

For the second term we get:

∑
t2+t3=t

|(B̃1(x + qnα) − B̃1(x))|0|Dt2 Ā|0|Dt3 B̃−1
1 |0

≤ 1

qn+1

∑
t2+t3=t

|D(B̃1 − I d.)|0|Dt2 Ā|0|Dt3 B̃−1
1 |0

≤ C(t)n2(t+2) max
β∈{0,1} ||F̄ ||βt

(||F̄ ||1||φ̄||t
)1−β

.
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Now, suppose that we iterated the scheme m times, with m ≤ r0. For k ≤ m let:

˜̄Bk = B̃k . . . B̃1,

Rφ̃k (x) = ˜̄Bk(x) Ā(x) ˜̄B−1
k (x),

F̃k(x) = ( ˜̄Bk(x + qnα) − ˜̄Bk(x)) Ā(x) ˜̄B−1
k (x).

Then, in the same way as above, for l = 0, 1 and k ≤ m:

||F̃k ||t , ||φ̃k − φ̃k−1||t ≤ C(t)n2(t+1+l)

ql
n+1

max
β∈{0,1} ||F̃k−1||βt+l

(
||F̃k−1||1||φ̃k−1||t+l

)1−β

,

(30)

In particular, from (30) applied with l = 0 and (11) we get:

||F̃k ||r0 , ||φ̃k ||r0 ≤ C(r0)n
4(r0+1)k,

||F̃k ||1, ||φ̃k − φ̃k−1||1 ≤ n4r0

qn+1
max

β∈{0,1} ||F̃k−1||βr0

(
||F̃k−1||1||φ̃k−1||r0

)1−β

≤ C(r0)n4(r0+1)(k+1)

qn+1
< 1.

So, because B̃m(x + qnα)A(x)B̃m(x)−1 = Rφ̃m (x) + F̃m(x) satisfies:

||Rφ̃m
+ F̃m ||0 < 2 < D, ||F̃m ||0 ≤ ε min{1, ||R2φ̃m

− I d.||0},
we can iterate the scheme one more time. Finally, Proposition 2 follows with:

B̃ := B̃r0+1 . . . B̃1, φ̃ := φ̃r0+1, F̃ := F̃r0+1.

Indeed, in order to prove (12), we have:

||B̃ − I d.||t ≤ C(t)
r0+1∑
k=1

||B̃k − I d.||t ,

and for k = 1, . . . , r0 + 1, by (30) with l = 0 we get:

||Bk − I d||t ≤ C(t)n2(t+1) max
β∈{0,1} ||F̃k−1||βt

(
||F̃k−1||1||φ̃k−1||t

)1−β

≤ C(t)n2(t+1)r0 max
β∈{0,1} ||F̄ ||βt

(||F̄ ||1||φ̄||t
)1−β

.

In particular, we get:

||B̃ − I d.||t ≤ C(t)n2(t+1)r0 max
β∈{0,1} ||F̄ ||βt

(||F̄ ||1||φ̄||t
)1−β

.

Finally, (14) follows for any 0 ≤ h ≤ r0 + 1 by iterating (30) for h times with l = 1 and
for r0 + 1 − h times with l = 0. �
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4. Estimates for the Iterated Cocycle

Now we start by giving some bounds for the derivatives of the iterates of the cocycle.
In the following proposition we will show that if A = Rφ + F is quite close to a rotation
valued cocycle (F small), then also A(qn) remains close to the rotation valued cocycle
RSqn φ . In Sect. 4.2, we will see that Sqn φ is close to its average (that is close to qnρ with
ρ = ρ(α, A)).

4.1. Estimates of the derivatives of the iterated cocycle . The goal of this section is to
prove the following

Proposition 3. Let A = Rφ + F ∈ C∞(T, SL(2,R)) be such that:

||F ||0 <
1

q6
n
, ||φ − φ̂(0)||0 < 1. (31)

Let ξ be defined such that A(qn) = RSqn φ + ξ . Then, for t ∈ N:

||ξ ||t ≤ C(t)q5
n

(
||F ||t + ||F ||0 max

β∈{0,1} ||F ||βt ||φ||1−β
t

)
. (32)

Proof of Proposition 3. Write ξ := A(qn) − RSqn φ as:

ξ(x) =
qn∑

h=1

∑
qn−1≥i1>i2>...>ih≥0

⎛
⎝ i1+1∏

j=qn−1

Rφ(x+ jα)

⎞
⎠ F(x + i1α) . . .

F(x + ihα)

⎛
⎝ 0∏

j=ih−1

Rφ(x+ jα)

⎞
⎠ ,

Then:

ξ(x) =
qn∑

h=1

∑
qn−1≥i1>i2>...>ih≥0

RS(qn−i1−1)φ(x+(i1+1)α)F(x + i1α)

RS(i1−i2−1)φ(x+(i2+1)α)F(x + i2α) . . . RS(ih−1)φ(x).

So, let t ∈ N. For each 1 ≤ h ≤ qn we have the sum of
(qn

h

)
terms on the form:

RS j1φ(x+(i1+1)α)F(x + i1α) . . . F(x + ihα)RS jh+1φ(x),

for some 0 ≤ jl ≤ qn and for 1 ≤ l ≤ h +1 (and with the same convention RS0φ := I d).
In particular, by Leibnitz formula, the t-h derivative of each of these terms is the sum of
at most (2h + 1)t terms of the form:

Dt1 RS j1φ(x+(i1+1)α) Dt2 F(x + i1α) . . . Dt2h F(x + ihα)Dt2h+1 RS jh+1φ(x+(ih−1)α),

with t1 + . . . t2h+1 = t . If t2l �= 0, by the interpolation Lemma 16 of the Appendix, we
get

|Dt2l F |0 ≤ C ||F ||1− t2l
t

0 ||F ||
t2l
t

t .
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In the same way, if t2l+1 �= 0, then by Lemma 17:

|Dt2l+1 RS j2l+1φ |0 ≤ C(t)qn||φ||t2l+1 ≤ C(t)qn||φ||1− t2l+1
t

0 ||φ||
t2l+1

t
t .

Moreover, by the assumptions we have ||φ − φ̂(0)||0 < 1. So, it follows that:

|Dtξ |0 ≤ C(t)q3
n ||φ||0||F ||t +

qn∑
h=2

(
qn

h

)
(2h + 1)t qh+1

n C(t)2h+1||F ||h−1
0 sup

α∈[0,1]
||F ||αt ||φ||1−α

t

≤ C(t)q3
n ||F ||t + ||F ||0 sup

α∈[0,1]
||F ||αt ||φ||1−α

t

qn∑
h=2

qh
n

h! (2h + 1)t qh+1
n C(t)2h+1||F ||h−2

0

≤ C(t)q3
n ||F ||t + ||F ||0 sup

α∈[0,1]
||F ||αt ||φ||1−α

t

qn∑
h=2

qh
n

h! (2h + 1)t qh+1
n C(t)2h+1||F ||h−2

0 .

Now, because of ||F ||0 < 1
q6

n
, for h ≥ 2 we get:

q2h+1
n ||F ||h−2

0 ≤ q7
n

qh
n

= q5
n

qh−2
n

. (33)

So, by (33):

qn∑
h=2

qh
n

h! (2h + 1)t qh+1
n C(t)2h+1||F ||h−2

0 ≤
qn∑

h=2

qh
n

h! (2h + 1)t qh+1
n C(t)2h+1||F ||h−2

0

≤ q5
n |||φ||t

+∞∑
h=0

(
C(t)

qn

)h 1

h! ≤ C(t)q5
n .

(34)

�


4.2. Estimates of the Birkhoff sums. The goal of this section is to prove the following

Proposition 4. Let ξ := A(qn) − RSqn φ, ε as in the statement of Theorem 1, and suppose

that |||2qnρ||| ≥ ε
n2 , ||φ||7 ≤ 1, ||ξ ||0 < 1

qn
. If qn+1 > q2

n or there exists k such that

q2
k < qn < q4

k then, for t ≥ 0:

|Dt (R2Sqn φ − I d.)−1|0 ≤ C(t)n2(t+1)||Sqn φ||t .
We first show in Lemmas 4 and 5 that, under certain conditions on qn , the Birkhoff

sum Sqn φ is close to its average. In the proofs, we will need Fourier truncation and rest
operators that we now define.

Definition 2. Let f ∈ C∞(T,R), a > 0.

Ta( f ) :=
∑
|l|≤a

f̂ (l)e2π ilx , Ra( f ) :=
∑
|l|>a

f̂ (l)e2π ilx .
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Lemma 4. Suppose that there exists qk such tha q2
k < qn < q4

k . Then, for t ∈ N:

|Dt (Sqn φ − qnφ̂(0)|0 ≤ C(t) min{qn||φ − φ̂(0)||t , 1

q
1
4

n

||φ − φ̂(0)||t+7}.

Proof. Let t ∈ N. The inequality

|Dt (Sqn φ − qnφ̂(0)|0 ≤ qnC(t)||φ − φ̂(0)||t
is trivial. Then, for the second inequality:

|Dt (Sqn φ − qnφ̂(0))|0 ≤ |Dt T
q

1
4

n

(Sqn φ − qnφ̂(0))|0 + |Dt R
q

1
4

n

(Sqn φ − qnφ̂(0))|0

So:

|Dt T
q

1
4

n

(Sqn φ − qnφ̂(0))|0 ≤
∑

1≤|l|≤q
1
4

n

|2πl|t
∣∣∣∣e2π iqnlα − 1

e2π ilα − 1

∣∣∣∣ |lφ̂(l)|

≤ qk

qn+1

∑
1≤|l|≤q

1
4

n

|2πl|t+1|φ̂(l)|,

where in the last inequality we have used the fact that for |l| ≤ q
1
4
n , |e2π iqnlα −1| ≤ 2π |l|

qn+1

and |e2π ilα − 1| ≥ 1
qk

(that follows by |l| ≤ q
1
4

n < qk). Finally:

qk

qn+1

∑
1≤|l|≤q

1
4

n

|2πl|t+1|φ̂(l)| ≤ Cq
1
2

n

qn+1
||φ − φ̂(0)||t+3,

with the last inequality that follows by qk ≤ q
1
2

n and |φ̂(l)| ≤ ||φ−φ̂(0)||t+3
|2πl|t+3 . Moreover:

|Dt R
q

1
4

n

(Sqn φ − qnφ̂(0))|0 ≤ qn|Dt R
q

1
4

n

(φ − φ̂(0))|0 ≤ qn

q
5
4

n

||φ − φ̂(0)||t+7,

with the last inequality that follows by Lemma 18. Then:

|Dt (Sqn φ − qnφ̂(0))|0 ≤ |Dt T
q

1
4

n

(Sqn φ − qnφ̂(0))|0 + |Dt R
q

1
4

n

(Sqn φ − qnφ̂(0))|0

≤ Cq
1
2

n

qn+1
||φ − φ̂(0)||t+3 +

qn

q
5
4

n

||φ − φ̂(0)||t+7 ≤ C

q
1
4
n

||φ − φ̂(0)||t+7.

�

Lemma 5. If qn+1 > q2

n , then for t ∈ N:

|Dt (Sqn φ − qnφ̂(0))|0 ≤ C

qn
||φ − φ̂(0)||t+4.
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Proof. Let t ∈ N:

|Dt (Sqn φ − φ̂(0))|0 ≤ |Dt Tqn−1(Sqn φ − qnφ̂(0))|0 + |Dt Rqn−1(Sqn φ − qnφ̂(0))|0
Then:

|Dt Tqn−1(Sqn φ − qnφ̂(0))|0 ≤
∑

1≤|l|<qn

|2πl|t
∣∣∣∣e2π iqnlα − 1

e2π ilα − 1

∣∣∣∣ |φ̂(l)|

≤ Cqn

qn+1

∑
1≤|l|<qn

|2πl|t+1 |Dt+3φ|0
|l|t+3 ≤ C

qn
||φ − φ̂(0)||t+3.

Now we estimate the second term:

|Dt Rqn−1(Sqn φ − qnφ̂(0))|0 ≤ qn|Dt Rqn−1(φ − φ̂(0))|0
≤ Cqn

q2
n

||φ − φ̂(0)||t+4,

with the last inequality that follows by Lemma 18. �

Proof of Proposition 4. Let ξ := A(qn) − RSqn φ . By the definition of the fibered rotation
number, we have that

|ρ(RSqn φ + ξ) − qnφ̂(0)| ≤ |RSqn φ − Rqn φ̂(0)
|0 + |ξ |0. (35)

Moreover, by Lemmas 4 and 5:

|RSqn φ − Rqn φ̂(0)
|0 ≤ C ||φ||7

q
1
4
n

≤ C

q
1
4

n

,

Then, the proposition follows by Lemma 3, (35) and the assumptions ||ξ ||0 < 1
qn

and
|||2qnρ||| ≥ ε

n2 . �


5. Proof of Proposition 1

5.1. Applying the cheap trick to the iterated cocycle. The estimates in (7) for h = 0 are
trivially satisfied by the hypothesis in Theorem 1.

Now, suppose that we are at the h-step so that we have the cocycle Ah = Rφh + Fh
such that the estimates in (7) hold, that is

||Fh ||1 ≤ ε0

q
r0
8

nh

, ||Fh ||50r0 , ||φh ||50r0 ≤ s6
h , (36)

with sh = ∏h
l=0 qnl . We want to find Bh, Fh+1 ∈ C∞(T, SL(2,R)), φh+1 ∈ C∞(T,R)

such that (6), (7), (8) hold. We have
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Proposition 5. There exist Bh, F̃ ∈ C∞(T, SL(2,R)), φ̃ ∈ C∞(T,R) with:

||Bh − I d.||t , ||φ̃ − φ̄||t ≤ C(t)n2r0(t+1)q5
nh

max
β∈{0,1} ||Fh ||βt

(||Fh ||1||φ̄||t
)1−β

(37)

such that:

Bh(x + qnh α)A(qnh )(x)B−1
h (x) = Rφ̃ + F̃, (38)

and, for 0 ≤ l ≤ r0 + 1:

||F̃ ||t ≤ C(t + l)q5
nh

n2r0(t+2)
h

ql
nh+1

max
β∈{0,1} ||Fh ||βt+l

(||Fh ||1qnh ||φh ||t+l
)1−β

. (39)

In particular:

||F̃ ||1 ≤ Cq5
nh

n4r0
h

qr0
nh+1

max
β∈{0,1} ||Fh ||βr0+1

(||Fh ||1qnh ||φh ||r0+1
)1−β ≤ Cq5

nh
n4r0

h

qr0
nh+1

, (40)

and

||F̃ ||50r0 , ||φ̃ − φ̄||50r0 ≤ C(r0)q5
nh

n
2r0(50r0+2)
h max

β∈{0,1} ||Fh ||β50r0

(||Fh ||1qnh ||φh ||50r0

)1−β
. (41)

Moreover,

||F̃ ||50r0 , ||φ̃ − φ̄||50r0 ≤ C(r0)q
5
nh

s6
hn2r0(50r0+2)

h . (42)

Proof. By Lemmas 4, 5 we get:

||Sqnh
φh − qnh φ̂h(0)||0 ≤ C

q
1
4

nh

||φh − φ̂h(0)||7 ≤ 1

q
1
4

nh

. (43)

Then, by the arithmetic condition |||2qnh ρ||| ≥ C
n2

h
, (43), and Proposition 4 we get:

||(R2Sqnh
φ − I d.)−1||0 ≤ Cn2

h .

Moreover, if F̄ = A
(qnh+1 )

h − RSqnh+1
φ , by Proposition 3:

||F̄ ||0 ≤ C

qnh

.

In particular, we can apply Proposition 3 with Ā := A(qnh ), φ̄ = Sqnh
φ to get Bh, F̃ ∈

C∞(T, SL(2,R)), φ̃ ∈ C∞(T,R) so that (37)–(41) hold.
By (36) and (40):

||Fh ||1qnh ||φh ||50r0 < 1.

Then (42) follows from the estimates of ||Fh ||50r0 in (36).
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5.2. Going backward from the renormalized cocycle to the starting one. Now let Bh :=
B̄r0+1...B̄1, φ̃ as in Proposition 5 (with Ā = A

(qnh )

h , φ̄ = Sqnh
φh and with B̄1, ..., B̄r0+1

that are defined applying r0 + 1 times the cheap trick). We want to show that, because

(α, Ah) commutes with (qnh α, A
(qnh )

h ), if Bh(x + qnh α)A
(qnh )

h (x)B−1
h (x) is close to a

rotation valued cocycle, then also Bh(x + α)Ah(x)B−1
h (x) is close to a rotation valued

cocycle. Let also B̄ := B̄r0+1, B̃ := B̄r0 ...B̄1, so that Bh = B̄ B̃.

Lemma 6.

B̄(x)B̃(x + qnα) Ā(x)B̃−1(x)B̄−1(x) = Rφ̃(x).

Proof. It follows by definition of B̄, B̃, φh . �

Definition 3. Let:

J :=
(

0 −1
1 0

)

For M ∈ SL(2,R),

Q(M) := M + J M J

2
.

In the following Lemma we state some properties of Q(M) that are stated also in [2].

Lemma 7. For θ ∈ R, M ∈ SL(2,R), Rθ Q(M) = Q(Rθ M) = Q(M R−θ ). Moreover,
M − Q(M) is of the form:

M − Q(M) =
(

a b
−b a

)
.

In particular, M − Q(M) commutes with rotations.

Definition 4. Ã(x) := Bh(x + α)Ah(x)B−1
h (x), L(x) := Q( Ã), L1(x) := Q( Ã(x +

qnh α) − Ã(x)).

By Lemma 7:

Q(Rφ̃(x+α) Ã(x) − Ã(x)Rφ̃(x)) = (Rφ̃(x+α) − R−φ̃(x))L(x).

Lemma 8.

Rφ̃(x+α) Ã(x) − Ã(x)Rφ̃(x) = J1(x) + J2(x) + J3(x),

with:

J1(x) := (B̄(x + α) − B̄(x + α + qnh α))B̃(x + qnh α + α)Ah(x + qnh α)

B−1
h (x + qnh α)(Rφ̃(x) + F̃(x)),

J2(x) := ( Ã(x + qnh α) − Ã(x))(Rφ̃(x) + F̃(x)),

J3(x) := Ã(x)(B̄(x) − B̄(x + qnh α))B̃(x + qnh α)A
(qnh )

h (x)B−1
h (x).
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Proof. By Lemma 6

Rφ̃(x+α) Ã(x) − Ã(x)Rφ̃(x)

= B̄(x + α)B̃(x + qnh α + α)A
(qnh )

h (x + α)Ah(x)B−1
h (x)

−B̄(x + α)B̃(x + α)Ah(x)B̃−1(x)B̃(x + qnh α)A
(qnh )

h (x)B−1
h (x)

= B̄(x + α)B̃(x + qnh α + α)Ah(x + qnh α)B−1
h (x + qnh α)

Bh(x + qnh α)A
(qnh )

h (x)B−1
h (x)

−B̄(x + α)B̃(x + α)Ah(x)B̃−1(x)B̃(x + qnh α)A
(qnh )

h (x)B−1
h (x)

= J1(x) + J2(x) + J3(x).

�

Lemma 9. Let t ∈ N. Then:

||(Rφ̃(x+α) − R−φ̃(x))
−1 R−φ̄(x)||t < C(t)n2(t+1)

h ||φ̃||t .
Proof. By Lemmas 4, 5 and (43):

||φ̃ − qnρ||0 ≤ C

q
1
4

n

. (44)

In particular:

||(Rφ̃(x+α) − R−φ̃(x))
−1 R−φ̄(x)||t

= ||Rφ̃(x)(Rφ̃(x+α)+φ̃(x) − I d.)−1 R−φ̄(x)||t
≤

∑
h1+h2+h3=t

||Dh1 Rφ̃(x)||0||Dh2(Rφ̃(x+α)+φ̃(x) − I d.)−1||0||||Dh3 Rφ̃(x)||0.

By (44) and by the arithmetic condition on the fibered rotation number, for all t ∈ N:

||Dt (Rφ̃(x+α)+φ̃(x) − I d.)−1||0 ≤ C(t)n2(t+1)
h ||φ̃||t . (45)

So, by (45) we get:

||(Rφ̃(x+α) − R−φ̃(x))
−1 R−φ̄(x)||t

≤ C(t)
∑

h1+h2+h3=t

C(t)n2(t+1)
h ||φ̃||h1 ||φ̃||h2 ||φ̃||h3 ≤ C(t)n2(t+1)

h ||φ̃||t ,

with the last inequality that follows by convexity. �

Lemma 10. For t ≤ r0 − 7:

||B̄||t , ||B̃||t , ||φ̃||t , ||F̃ ||t , || Ã||t , ||A(qnh
h ||t ≤ C,

||B̄(x) − B̄(x + qnh α)||t ≤ C ||F̃ ||t .
In particular:

||Q(J1)||t , ||Q(J3)||t ≤ C ||F̃ ||t , ||Q(J2)||t ≤ C ||L1||t .
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Proof. It follows directly by Proposition 5. �

Let Bh, F̃, φ̃ defined as in Proposition 4, L , L1, Ā as in Definition 4. Let:

Ah+1(x) := Bh(x + α)Ah(x)B−1
h (x), Rφh+1

:= Ah+1 − L

(det(Ah+1 − L))
1
2

, Fh+1 = Ah+1 − Rφh+1 .

The fact that Rφh+1 is a rotation follows by Lemma 7. The estimates for Bh in (8) follow
by Proposition 5. By Lemmas 8, 10 and 9, we get the following Lemma:

Lemma 11. Let t ≤ r0 − 7. Then:

||L||t ≤ Cn2(t+1)
h ||L1||t + Cn2(t+1)

h ||F̃ ||t

≤ Cn2(t+1)
h

qnh+1
||L||t+1 + Cn2(t+1)

h ||F̃ ||t .

We also have

Lemma 12. For 0 ≤ j ≤ r0 − 7:

||F̃ || j ≤ 1

qr0− j
nh+1

.

Proof. It follows by:

||F̃ || j ≤ C ||F̃ ||
j

50r0
50r0

||F̃ ||1− j
50r0

0 ,

the estimates of ||F̃ ||0, ||F̃ ||50r0 in (40), Lemma 1 and (42). �

From Lemma 11, it follows that for t + l ≤ r0:

||L||t ≤ Cn2r0l(r0+1)
h

ql
nh+1

||L||t+l +
l−1∑
j=0

Cn2r0 j (r0+1)
h

q j
nh+1

||F̃ ||t+ j . (46)

Moreover:

||L||r0 ≤ || Ã||r0 ≤ s6
h+1. (47)

Then, by definition of Fh+1, Lemma 12, (46), (47) it follows that:

||Fh+1||0 <
1

q
r0
2

nh+1

, ||Fh+1||50r0 ≤ s6
h+1

Finally, by Proposition 5, the estimates for L and the definition of φh+1 and Lemma 1,
the estimate (8) in Proposition 1 for Fh+1, φh+1 follow. Indeed, note that by Proposition
5, the estimates for Bh hold. Moreover:

L(x) = Q(Bh(x + α)(Rφh(x) + Fh(x))B−1
h (x)) = Q(Rφh(x) + Fh(x))

+Q((Bh(x + α) − I d.)(Rφh(x) + Fh(x))B−1
h (x))

Q((Rφh(x) + Fh(x))(B−1
h (x) − I d.)).
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Note that Q(Rφh(x)) = 0. Then, by usual convexity estimates it follows that for all
t ∈ N:

||Q(Ah+1)||t ≤
∑

h1+h2+h3=t

||Bh − I d.||h1(max{||Fh ||h2 + ||φh ||h2})||B−1
h ||h3

+||Fh ||t +
∑

h2+h3=t

(||Fh ||h2 + ||φh ||h2)||B−1
h − I d.||h3

≤ C(t)n4tr0
h q5

nh
max

β∈{0,1} ||Fh ||βt (||Fh ||1qnh ||φh ||t )1−β,

with the last inequality that follows by convexity and the estimates on Bh in Proposition
5. In the same way, from the fact that:

Ah+1(x) = Bh(x + α)(Rφh(x) + Fh(x))B−1
h (x)

+(Bh(x + α) − I d.)(Rφh(x) + Fh(x))B−1
h (x)) + (Rφh(x) + Fh(x))

+(Rφh(x) + Fh(x))(B−1
h (x)) − I d.),

we get the same estimates for Ah+1 − Rφh , that is:

||Ah+1 − Rφh ||t ≤ C(t)n4tr0
h q5

nh
max

β∈{0,1} ||Fh ||βt (||Fh ||1qnh ||φh ||t )1−β. (48)

Let also ψh(x) := 1

(det(Ah+1(x)−L(x))
1
2

. Then, from the fact that the C0 norm of of L is

small and from the fact that det(Ah+1) = 1, for all t ∈ N:

||ψh − 1||t ≤ C(t)||(Ah+1)
−1L||t ≤ C(t)n4tr0

h q5
nh

max
β∈{0,1} ||Fh ||βt (||Fh ||1qnh ||φh ||t )1−β,

(49)

with the last inequality that follows from the estimates for ||Ah+1||t , ||L||t and convexity.
So:

||φh+1 − φh ||t ≤ ||(ψh − 1)(Ah+1 − L)||t + ||Ah+1 − L + Rφh ||t
≤ C(t)

∑
t1+t2=t

||(ψh − 1)||t1(||Ah+1 − Rφh ||t2 + ||φh ||t2 + ||L||t2)

+||L||t + ||Ah+1 − Rφh ||t .
Then, by (48), (49), the estimates on L and convexity we get:

||φh+1 − φh ||t ≤ C(t)n4tr0
h q5

nh
max

β∈{0,1} ||Fh ||βt (||Fh ||1qnh ||φh ||t )1−β,

and:

||Fh+1||t = ||Ah+1 − ψh(Ah+1 − L)||t ≤ ||(ψh − 1)Ah+1||t + ||ψh L||t
≤ C(t)n4tr0

h q5
nh

max
β∈{0,1} ||Fh ||βt (||Fh ||1qnh ||φh ||t )1−β

with the last inequality that follows by the previous estimates and by convexity. �
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Appendix

Here we state and prove some basic Lemma that we have used in other sections.

Lemma 13. Let D > 0. There exists ε > 0 such that, if φ ∈ C∞(T,R), F ∈ C∞(T,

SL(2,R)) with ||φ||0 < D and ||F ||0 < ε and Y := F Rφ, G := log(1 + Y ), then for all
t ∈ N:

||G||t ≤ C(t)||Y ||t .
Proof. Let t ∈ N, Y := F̄ R−φ̄ . Then:

||Dt G||0 ≤
∑
h≥1

∣∣∣∣ Dt Y h

h

∣∣∣∣
0
.

By Leibnitz formula, for h ≥ 1 Dt Y h is equal to the sum of ht terms of the form:

Dt1 Y . . . Dth Y,

with t1 + . . . th = t . For each j such that t j > 0, by Hadamard’s inequality:

||Dt j Y ||0 ≤ C(t)||Y ||1− t j
t

0 ||Y ||
t j
t

t .

So, because there are at most t terms such that t j > 0, we get:

||Dt1Y . . . Dth Y ||0 ≤ C(t)t ||Y ||h−1
0 ||Y ||t .

Then:

||Dt G||0 ≤ C(t)
∑
h≥1

ht ||Y ||h−1
0

h
||Y ||t ≤ C(t)||Y ||t

where in the last inequality we have used that:

||Y ||0 ≤ ||F̄ ||0||Rφ̄ ||0 ≤ C ||F̄ ||0||φ̄||0 ≤ C

qn
.

�
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Lemma 14. For Ā = Rφ̄ + F̄ ∈ C∞(T, SL(2,R)), let G be such that Ā = eG Rφ̄ . Then,
for t ∈ N:

||Dt G||0 ≤ C(t)||F̄ R−φ̄ ||t
Lemma 15. Let t ∈ N. There exist polynomials P1,t (X1, ...Xt ), ..., Pt,t (X1, ..., Xt ) that
are homogenous of degree less or equal then t if the variable Xi has weight i for
i = 1, . . . , t , such that for g ∈ C∞(T,R):

Dt
(

1

g

)
=

t∑
i=1

Pi,t (Dg, . . . , Dt g)

gi+1 .

Lemma 16. (See [14]) There exists C > 0 such that, for 0 ≤ a < b < c ∈ N, f ∈
C∞(T,R):

||Db f ||0 ≤ C ||F ||1− b−a
c−a

a ||F ||
b−a
c−a
c .

Lemma 17. For t ∈ N:

||Dt Rφ ||0 ≤ C(t)||φ||t .

Proof. It follows by Faa Di Bruno’s formula and Hadamard’s inequality (Lemma 1). �

Lemma 18. Let f ∈ C∞(T,R), a > 0, t, h ∈ N. Then:

||Dt+h Ta( f )||0 ≤ C(t + h)a2+h ||F ||t , ||Dt Ra( f )||0 ≤ Ca−h ||F ||t+h+2

Proof. Let t, h ∈ N, a > 0. Then:

||Dt+h Ta( f )||0 ≤
∑
|l|≤a

|(2πl)|t+h | f̂ (l)| ≤ |Dt f |0|2πa|h+2,

where in the last inequality we have used the fact that:

| f̂ (l)| ≤ ||Dt f ||0
|2π l̄|t ,

with l̄ := max{|l|, 1}. Now we prove the second inequality:

||Dt Ra( f )||0 ≤
∑
|l|>a

| f̂ (l)||2πl|t ≤ 1

ah

∑
|l|>a

| f̂ (l)||2πl|t+h

≤ ||Dt+h+2 f ||0
ah

∑
|l|>a

1

|2πl|2 ≤ C

ah
||Dt+h+2 f ||0.

�
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