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A B S T R A C T

Standard Discrete Choice Models (DCMs) assume that unobserved effects that influence decision-
making are independently and identically distributed among individuals. When unobserved
effects are spatially correlated, the independence assumption does not hold, leading to biased
standard errors and potentially biased parameter estimates. This paper proposes an interpretable
Hierarchical Nearest Neighbor Gaussian Process (HNNGP) model to account for spatially
correlated unobservables in discrete choice analysis. Gaussian Processes (GPs) are often regarded
as lacking interpretability due to their non-parametric nature. However, we demonstrate how to
incorporate GPs directly into the latent utility specification to flexibly model spatially correlated
unobserved effects without sacrificing structural economic interpretation. To empirically test our
proposed HNNGP models, we analyze binary and multinomial mode choices for commuting to
work in New York City. For the multinomial case, we formulate and estimate HNNGPs with and
without independence from irrelevant alternatives (IIA). Building on the interpretability of our
modeling strategy, we provide both point estimates and credible intervals for the value of travel
time savings in NYC. Finally, we compare the results from all proposed specifications with those
derived from a standard logit model and a probit model with spatially autocorrelated errors
(SAE) to showcase how accounting for different sources of spatial correlation in discrete choice
can significantly impact inference. We also show that the HNNGP models attain better out-of-
sample prediction performance when compared to the logit and probit SAE models, especially
in the multinomial case.

1. Introduction

When individuals face decisions that involve a finite number of alternatives, such as selecting a transportation mode for daily
work commutes, they engage in a decision-making process influenced by personal preferences and the characteristics of each
vailable option. To analyze these processes, researchers have developed Discrete Choice Models (DCMs) that assume individuals aim
o maximize a latent utility function that summarizes preferences. Typically, the latent utility in DCMs includes a random component
r preference shock term that accounts for unobserved effects. The simplest discrete choice models, such as the conditional logit,
ssume independent and identically distributed error terms. More complex models, such as the multinomial probit and random
arameter logit, allow for increased flexibility in substitution patterns. It is not uncommon for researchers to model correlation
nd heteroskedasticity across alternatives or across observations of the same individual. However, standard discrete choice models

usually ignore dependencies across individuals.
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Although standard DCMs assume that the unobserved effects influencing decision-making are independent and identically
distributed among individuals, there are certain choice situations where this assumption may not hold true. In the case of selecting
a transportation mode for daily work commutes, for example, there may be spatially correlated unobserved effects that induce
correlation between individuals. These effects could include parking costs, the crime rate at public transit stations, or driving
congestion for some trip directions. For instance, in cities such as NYC, parking-meter rates depend on land use, density, and parking
demand (New York City Department of Transportation, 2023). Similarly, public transit crowding exhibits a spatially correlated
structure (e.g. Li and Hensher 2013), and if the transit system is overcrowded at the trip origin location, individuals may be less
likely to opt for public transit.

When the unobserved effects are correlated between individuals, standard DCMs may fail in several ways. Problems that arise
from ignoring these dependencies include statistical inefficiency and biased standard error estimates. And more importantly, when
the latent utility comprises variables that share the same correlation structure as the error term, ignoring the correlation between
individuals leads to biased and inconsistent parameter estimates (Anselin et al., 2013).

The spatial econometrics literature provides two primary models for accounting for correlation between individuals, namely: the
Spatially Autoregressive Error (SAE) model and the Spatially Autoregressive Lag (SAL) model (Anselin et al., 2013). The SAE model
attributes correlation between individuals to unobserved effects, such as spatially correlated unobservables (e.g, parking costs or
traffic congestion). In contrast, the SAL model assumes that correlation arises from individual interactions, such as social influence
or peer effects. Both models have a non-spherical variance–covariance structure, and may exhibit heteroskedasticity. In practice,
the variance–covariance between individuals is defined only for the observations in the dataset used for estimation, making these
models useful for inference but their use for out-of-sample inductive prediction is not straightforward. For instance, in Goulard et al.
(2017), the authors study methods for out-of-sample predictions for the SAE model.

There has been some interest from the discrete choice community in accounting for correlations among individuals that arise
either from social influence or from correlated unobservables. For instance, in Bhat (2015), the authors examine commute mode
choice using a model that includes the spatial lag effect and spatially correlated error terms, similar to the SAL and SAE models from
the spatial econometrics literature (Anselin, 2001). In their model, they account for residential self-selection by allowing random
taste variations to be spatially correlated. To our knowledge, their model is one of the most comprehensive specifications that
account for correlated individuals in the current literature. In Bhat et al. (2016), the authors model spatial dependence between
individuals by employing a spatially auto-correlated latent construct in a generalized heterogeneous data model, and in Bhat et al.
(2010), the authors propose an estimation approach for ordered response DCMs with spatial dependence structures that are isotropic
and stationary. For the frequentist estimation of these models, the authors rely on composite marginal likelihood (CML) estimators
that do not require simulation, which becomes impractical for moderate to large datasets (Bhat, 2011).

In this work, we propose Hierarchical Gaussian Process (HGP) models that account for correlations between individuals and
generalize both the SAE and SAL models — and their extensions (Bhat, 2015). Specifically, we use the HGP model as an extension of
the SAE model to study mode choice for commuting to work in New York City. The dataset we use in this study includes information
from the most recent available regional household travel survey from the New York Metropolitan Transportation Council (New York
Metropolitan Transportation Council, North Jersey Transportation Planning Authority, 2014), as well as estimated travel times and
costs from the Google API. Our dataset includes socio-demographic variables, trip origins and destinations, approximate travel times
and trip costs per travel mode, and travel mode selections for over 2400 work-related trips for the binary mode selection problem
(i.e., public transit vs. private car), and more than 3200 work-related trips for the multinomial case (i.e., public transit, private car,
and non-motorized).

In contrast to previous work on DCMs with correlated individuals [e.g., Bhat et al. (2016, 2010)], we use a Bayesian estimation
framework for our proposed HGP models. We exploit Markov Chain Monte Carlo (MCMC) and the Nearest Neighbor Gaussian
Process (NNGP) formulation (Datta et al., 2016), which extends Vecchia’s original approximation (Vecchia, 1988) and significantly
reduces estimation time. We provide point estimates and credible intervals for the value of time, alternative attribute and socio-
demographic associated parameters, and spatial process parameters (e.g., the correlation decay rate and scale of the spatially
correlated variability).

In a previous study of binary mode choice in New York City, Goetzke (2008) estimated a conditional approximation of the
SAL model and found that the spatial effects importance was statistically significant. However, their analysis only accounted for
unobserved spatially correlated effects at trip origins and did not include trip cost or travel time. In contrast, our study estimates
and compares HGP models that generalize the SAE model, accounting for unobserved spatially correlated effects at both trip origins
and destinations. We also consider a model in which autocorrelation arises from unobserved effects related to the direction and
length of the trips. Furthermore, our analysis includes travel time and trip cost, providing point estimates and credible intervals for
the value of time in New York City.

Whereas Hierarchical Gaussian Processes are not commonly used in econometrics, there are some examples of their integration
in the discrete choice literature. For instance, in Sfeir et al. (2022), the authors introduced a GP latent class choice model (LCCM)
where the class membership model follows a Gaussian Process, and the class-specific choice model was a standard DCM. The authors
assumed that the latent utilities in the class-specific choice models were independent between individuals. Their model allowed
for greater heterogeneity representation, but it came with a loss in interpretation due to the non-parametric definition of class
membership using socio-demographic variables for the GP. In contrast, our model incorporates GPs directly into the utility function
pecification, including socio-demographic variables in a parametric way. This strategy allows us to gain insight into the influence
of socio-demographics on individual choices while using GPs to model spatially correlated unobservables flexibly.
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In Guo et al. (2010), the authors used GPs to model individual utilities in a non-parametric fashion, incorporating both alternative
and individual similarities. Whereas this approach is highly flexible and yields good results for prediction, it is limited in terms of
nterpretability. As a result, their proposed model is well-suited for preference elicitation in recommendation systems but may need
odification for deriving useful economic information, such as willingness to pay. In contrast, our model prioritizes straightforward

nference over flexibility in the utility function specification. By sacrificing some of the flexibility in the model, we can maintain
interpretability an regularity of the parameters of our models, which is essential for econometric analysis. However, we show that
our models achieve better out-of-sample prediction performance than other DCMs, particularly in the multinomial case, where it
urpasses the multinomial logit model’s performance by around 10 percentage points

In Section 2, we provide a brief overview of standard discrete choice models. In Section 3, we discuss the SAE and SAL models.
e offer a brief overview of discrete choice models (DCMs) with network effects in Section 4. In Section 5, we present the general

Hierarchical Gaussian Process (HGP) model used in this work, discuss the HGP equivalents to SAE and SAL models, and describe the
Nearest Neighbor Gaussian Process formulation. After that, in Section 6, we extend the HGP formulation to the multinomial case
with and without independence from irrelevant alternatives (IIA). In Section 7, we present the formulation, diagnostics, and results
for a binary mode choice study in NYC. Conversely, in Section 8, we apply our models to the multinomial mode choice problem.
Finally, in Section 9, we provide conclusive remarks and discuss potential avenues for future research.

2. Standard discrete choice models

In the discrete choice framework employed in this work, we assume that when faced with the decision of choosing between
public transit or a private car for commuting to work, an individual 𝑖 will base their decision 𝑦𝑖 on the maximization of their own
utility 𝑢𝑖. This utility comprises a deterministic part that considers the individual’s characteristics and the differences in attributes
between the alternatives, as well as a random part that captures unobservables.

In a standard binary discrete choice setting, the latent utility 𝑢𝑖 that an individual 𝑖 derives from choosing a given alternative
(e.g., public transit) over another (e.g., private car) is represented by Eq. (1):

𝑢𝑖 = 𝑣𝑖 + 𝜖𝑖, (1)

where 𝜖𝑖 represents the random preference shock used to account for unobserved effects, and 𝑣𝑖 is the deterministic part of utility,
as given by Eq. (2) when working with a linear specification:

𝑣𝑖 = 𝒙𝑇𝒊 𝜷 + 𝒒𝑇𝒊 𝜸, (2)

where 𝜷 and 𝜸 are estimable vectors of parameters, 𝒙𝒊 is a vector that represents the differences between the mode attributes
(e.g., the difference in travel time), and 𝒒𝒊 is a vector of individual characteristics (e.g., household income). In basic binary choice
models, the random component of the utility 𝜖𝑖 is typically assumed to be independent and identically distributed, following either
 standard normal distribution (probit model) or a standard logistic distribution (logistic regression).

In this binary setting, the probability of choosing public transit (i.e., 𝑦𝑖 = 1) is given by Eq. (3):

𝑃 (𝑦𝑖 = 1) = 𝑃 (𝜖𝑖 ≤ 𝑣𝑖), (3)

nd the likelihood, with 𝑛 individuals, for this model specification is given below (Eq. (4)):

(𝜷, 𝜸) =
𝑛
∏

𝑖=1
𝑃 (𝜖𝑖 ≤ 𝑣𝑖)𝑦𝑖 (1 − 𝑃 (𝜖𝑖 ≤ 𝑣𝑖))1−𝑦𝑖 . (4)

or a more detailed and general description of standard discrete choice models, refer to Train (2009).

. Spatially autoregressive models

To account for spatial correlation in unobservables within econometric settings, there are two main models that work for both
ontinuous and limited dependent variables (Anselin et al., 2013). In this paper, we describe these approaches in the context of
iscrete dependent variables. The main difference between the two models is the assumption of the source of correlation for the
nderlying index function that is continuous (i.e., the individual utilities in the case of discrete choice). The Spatially Autoregressive
rror (SAE) model assumes that correlation comes exclusively from spatially correlated errors, whereas the Spatially Autoregressive
ag (SAL) model assumes that autocorrelation arises from the interaction between individual utilities. In both cases, the resulting
odel has a non-spherical variance–covariance structure that can represent heteroskedasticity.

On the one hand, the SAE model, which involves 𝑛 individuals, 𝑘 mode attributes, and 𝑙 socio-demographic variables, can be
epresented using the following matrix form for the latent utility, as shown in Eq. (5):

𝒖 = 𝑿 𝜷 +𝑸𝜸 + (𝑰 − 𝜌𝑾 )−1𝝐, (5)

here, 𝑿 is an 𝑛 × 𝑘 matrix that contains alternative attribute differences for each individual, 𝑸 is an 𝑛 × 𝑙 matrix that represents
ndividual characteristics, 𝑰 is an 𝑛 × 𝑛 identity matrix, 𝜌 is a scalar parameter that reflects the importance of spatial effects, 𝑾 is
n 𝑛 × 𝑛 adjacency matrix that models individuals’ proximity, and 𝝐 is an error vector that contains 𝑛 uncorrelated elements.
3 
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The SAL model, on the other hand, has a latent utility matrix form shown in Eq. (6):

𝒖 = (𝑰 − 𝜌𝑾 )−1𝑿 𝜷 + (𝑰 − 𝜌𝑾 )−1𝑸𝜸 + (𝑰 − 𝜌𝑾 )−1𝝐. (6)

If we assume that 𝝐 follows a multivariate normal distribution  (𝟎, 𝑰), then the random utilities would follow multivariate normal
istributions with non-spherical variance–covariance structure. For the SAE model, the random utility would follow:

𝒖 ∼  (𝑿 𝜷 +𝑸𝜸, (𝑰 − 𝜌𝑾 )−1(𝑰 − 𝜌𝑾 )−⊤). (7)

imilarly, for the SAL model:

𝒖 ∼  ((𝑰 − 𝜌𝑾 )−1𝑿 𝜷 + (𝑰 − 𝜌𝑾 )−1𝑸𝜸, (𝑰 − 𝜌𝑾 )−1(𝑰 − 𝜌𝑾 )−⊤). (8)

ince the individual utilities in both models are not independent, evaluation of the likelihood function would involve computing an
-dimensional integral with no closed-form solution. Therefore, estimating the parameters in these models requires methods such
s the expectation–maximization algorithm, MCMC, maximum simulated likelihood or composite marginal likelihood approaches,
s described in Anselin et al. (2013).

. State-of-the-art DCMs with network effects

As previously discussed, the model proposed by Bhat (2015) is arguably one of the most comprehensive specifications for discrete
hoice models accounting for correlations between observations. It works with panel data, models peer effects/social influence, and
ccounts for self-selection effects by allowing for correlated random preference heterogeneity. A simplified binary specification of
hat model in matrix form, reminiscent of a more general form of the SAE and SAL models, follows the equation presented below:

𝒖 = 𝜌𝑾 𝒖 +𝑿(𝑏 + (𝑰 − 𝜌𝛽𝑾 )−1𝝉𝜷 ) +𝑸𝛾 + (𝑰 − 𝜌𝜖𝑾 )−1𝝐 (9)

In this specification, the social part of the utility is modeled as in the SAL model, and the correlated unobserved effects are
odeled as in the SAE model. However, there are a couple of terms not present in either the SAE or SAL models. These terms are

the ones used to account for self-selection effects:

𝛽 = 𝑏 + (𝑰 − 𝜌𝛽𝑾 )−1𝝉𝜷 (10)

where 𝝉𝜷 is an uncorrelated random vector of size 𝑛, 𝑏 models the expected marginal utilities with respect to either alternative
attributes, and 𝜌𝛽 models the importance of self-selection based on mode attributes. With 𝝉𝜷 and 𝝐 normal random variables, this
latent utility specification would follow a normal distribution with non-spherical variance covariance matrix as the SAE and SAL

odels.
It is evident that restricting this specification allows us to recover either the SAE or SAL models, as well as the standard discrete

hoice model presented earlier. To illustrate this, setting 𝜌 = 0 and 𝜌𝛽 = 0 would yield the SAE model, and further setting 𝜌𝜖 = 0
ould yield the standard choice model discussed at the beginning of this paper. In this model, if matrix 𝑾 is populated with inverse
istances between observations, the underlying spatial processes are assumed to be isotropic and stationary. Additionally, similar
o the SAE and SAL models, the only spatial process parameters are the importance parameters 𝜌 associated with the peer effects,
nobserved spatial effects, or residential self-selection. Estimation for these models in the frequentist setting can be done using
ML-based approaches as proposed by Bhat (2011).

. Hierarchical Gaussian process models

As mentioned above, both the SAE and SAL models assume that the latent utility vector follows a multivariate normal distribution,
here the variance–covariance depends on the individuals’ proximity, represented by the adjacency matrix 𝑾 , and the importance
f spatial effects, denoted by 𝜌. It is worth noting that the variance–covariance is defined for 𝑛 observations, which are typically
he ones used for estimation in practice. Additionally, with this model structure, the underlying spatial process is assumed to be
sotropic and stationary with a single estimable parameter 𝜌. Relaxing the isotropic and stationary assumption might not be trivial
nd would involve modifying the spatial-proximity function used to populate 𝑾 . Depending on the way that 𝑾 is constructed,
redictions for unseen locations might not be straightforward to compute.

Multivariate normal distributions are limited to 𝑛 dimensions, whereas Gaussian processes (GPs) can describe infinite-dimensional
andom variables. Formally, a GP is a stochastic process from which any collection of random variables follows a multivariate
ormal distribution (MacKay and Mac Kay, 2003). Unlike multivariate normal distributions, which require a mean vector and a
ariance–covariance matrix, GPs are characterized by mean and variance–covariance functions – that can even model non-isotropic
nd non-stationary spatial processes – over a continuous domain. This fact makes it possible to think of GPs as distributions over
unctions in a continuous domain Wilson and Izmailov (2020), such as those defined by location coordinates.

In this paper, we propose the use of hierarchical Gaussian processes (HGPs) to account for spatially correlated unobserved effects
n binary choice settings. The term ‘‘hierarchical’’ refers to the fact that we model latent random utilities 𝑢𝑖 using a GP, and then
se a link function to describe their relationship with the observed decisions 𝑦𝑖. Our general model expresses the latent utility 𝑢𝑖 for
ach individual 𝑖 as follows:

𝑢𝑖 = 𝒙𝑇𝒊 𝜷 + 𝒒𝑇𝒊 𝜸 +𝑍(𝒔𝒊). (11)
4 
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Here, 𝒙𝒊 denotes a vector of alternative attribute differences (e.g., between public transit and private car), 𝒒𝒊 represents a vector
of socio-demographic characteristics for individual 𝑖, 𝜷, and 𝜸 are parameter vectors, 𝒔𝒊 is a location or direction vector (e.g., the
origin coordinates of the trip), and 𝑍 ∼ 𝐺 𝑃 (0, 𝑘(𝒔𝒊, 𝒔𝒋|𝜽)) is a GP that models unobserved effects. The covariance function 𝑘(𝒔𝒊, 𝒔𝒋|𝜽)
(i.e. kernel) with parameters 𝜽 gives the covariance between any two individual pairs (𝑖, 𝑗). For instance, in the empirical study in
this paper, we use the exponential kernel with a nugget parameter, defined below:

𝑘(𝑠𝑖, 𝑠𝑗 |𝜎2, 𝜙, 𝜏2) = 𝜎2 exp
(

−𝜙‖𝒔𝒊 − 𝒔𝒋‖
)

+ 𝜏2, (12)

with scale parameter for the spatially correlated effects 𝜎2, correlation decay rate 𝜙, and nugget 𝜏2. The nugget parameter 𝜏2 is used
o model the non-correlated unobserved effects, and its value is set to one to normalize the scale of the utilities. Other potential
hoices for the kernel include the square exponential kernel, often referred to as the radial basis function kernel in the machine
earning literature.

The observed mode choices 𝑦𝑖 are distributed Bernoulli 𝑦𝑖 ∼ Ber(𝛬(𝑢𝑖)), and the conditional probability of choosing the alternative
f interest (e.g., transit over private car) for the 𝑖th individual is then given by:

𝑃 (𝑦𝑖 = Transit|𝒒𝒊,𝒙𝒊, 𝑍) = 𝛬(𝑢𝑖), (13)

here 𝛬(⋅) is a link function that maps the real line to (0, 1) (e.g. logistic).
The likelihood for the model with 𝑛 observations takes the form described below:

(𝜷, 𝜸,𝜽) = ∫ ∫ ⋯∫ 𝑓 (𝑢1, 𝑢2,… , 𝑢𝑛)
𝑛
∏

𝑖=1
𝛬(𝑢𝑖)𝑦𝑖 (1 − 𝛬(𝑢𝑖))1−𝑦𝑖𝑑 𝑢1𝑑 𝑢2 … 𝑑 𝑢𝑛. (14)

Here, 𝑓 (𝑢1, 𝑢2,… , 𝑢𝑛) is the probability density function of a multivariate normal distribution. Unfortunately, the 𝑛-dimensional
integral in the likelihood (as presented in Eq. (14)) does not have a closed-form solution. Therefore, estimation once again requires
using methods such as the EM algorithm or MCMC. In this paper, we implement MCMC with the Nearest Neighbor Gaussian Process
formulation, which is discussed later.

It is important to note that, since the mode attribute differences 𝒙𝒊 and socio-demographics 𝒒𝒊 are included parametrically, the
gain in flexibility from modeling unobservables with a GP in the utility specification does not compromise the model’s structural
interpretability. On the contrary, the kernel parameters 𝜽 provide insights into the correlated unobservables.

5.1. SAE and SAL models HGP equivalence

As GPs generalize multivariate normal distributions to infinite-dimensional spaces, the HGP model presented in this section
generalizes the SAE model discussed previously. To see how this works, let us define 𝜴 as (𝑰 −𝜌𝑾 )−1(𝑰 −𝜌𝑾 )−𝑇 so that the random
tility in the SAE model follows a multivariate normal distribution, given by:

𝒖 ∼  (𝑿 𝜷 +𝑸𝜸,𝜴). (15)

his 𝑛-dimensional random vector can be generated from a GP that is defined as:

𝑢𝑖 ∼ 𝐺 𝑃 (𝒙⊤𝒊 𝜷 + 𝒒⊤𝒊 𝜸, 𝑘(𝒔𝒊, 𝒔𝒋|𝜽)). (16)

Here, 𝑘(𝒔𝒊, 𝒔𝒋|𝜽) is some kernel function that reproduces 𝜴 for a fixed collection of 𝑛 observations. It is straightforward to see
that this GP is equivalent to the one proposed in the previous section, where 𝑢𝑖 = 𝒙⊤𝒊 𝜷 + 𝒒⊤𝒊 𝜸 + 𝐺 𝑃 (𝟎, 𝑘(𝒔𝒊, 𝒔𝒋|𝜽)).

The HGP equivalent for the SAL model is less evident. Recall that the SAL model assumes that the correlation between individuals
comes from the utility interaction rather than the exclusive correlation in the error term. The random utility in the SAL model is
given by:

𝒖 ∼  (𝜴𝟏∕𝟐𝑿 𝜷 +𝜴𝟏∕𝟐𝑸𝜸,𝜴), (17)

where 𝜴𝟏∕𝟐 is (𝑰 − 𝜌𝑾 )−1. Therefore, a generating GP for the SAL model could be defined as:

𝑢𝑖 ∼ 𝐺 𝑃 ([𝑿 𝜷]⊤𝑮𝟏∕𝟐
𝒊 + [𝑸𝜸]⊤𝑮𝟏∕𝟐

𝒊 , 𝑘(𝒔𝒊, 𝒔𝒋)), (18)

where 𝑮𝟏∕𝟐
𝒊 is the 𝑖−th row of the matrix square root for the gram matrix 𝑮 = 𝜴 reproduced by 𝑘(𝒔𝒊, 𝒔𝒋|𝜽). In this case, the mean

for the GP is a function of the attributes and individual characteristics associated with the whole collection of individuals. In other
words, the expected value for the individuals’ utilities depends on their own information and the one from other observations.

The existence proof and mathematical form for the kernels 𝑘(𝒔𝒊, 𝒔𝒋|𝜽) that reproduce 𝜴 in the SAE and SAL models depend on
how 𝑾 is defined. These proofs are beyond the scope of this paper.

5.2. Nearest Neighbor Gaussian Process

As previously discussed, the likelihood for the model presented in Eq. (14) involves computing an 𝑛-dimensional integral that

lacks a closed-form solution. We employ MCMC with the Nearest Neighbor Gaussian Process (NNGP) formulation to estimate our

5 
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Fig. 1. Graphical representation for matrix 𝑨 in
a hypothetical NNGP.

Fig. 2. Graphical representation for 𝜴̃−1 in a
hypothetical NNGP.

models. In each iteration of the MCMC algorithm, the original HGP model (as described earlier) requires computing the Cholesky
decomposition of an 𝑛 × 𝑛 variance–covariance matrix. However, this computation carries a high computational cost of (𝑛3),
which can become prohibitive when handling datasets containing thousands of observations. For most empirical applications, this
omputational cost would render model estimation impractical.

To address this computational cost challenge, one could use Vecchia’s likelihood approximation (Vecchia, 1988). This sparse
pproximation reduces the computational cost to (𝑛𝑚3), where 𝑚 is usually much smaller than 𝑛. In this paper, we adopt the

NNGP formulation (Datta et al., 2016), which extends the original Vecchia’s sparse approximation to a well-defined sparsity-inducing
spatial process.

To understand how the NNGP formulation reduces the computational burden, let us first consider the posterior distribution for
the HGP model presented earlier:

𝑝(𝜷, 𝜸,𝜽|𝑿,𝑸) ∼ 𝑝(𝜷, 𝜸,𝜽) × (𝒖|𝑿 𝜷 +𝑸𝜸,𝜴) × Ber(𝒚|𝛬(𝒖)). (19)

Here, 𝑝(𝜷, 𝜸,𝜽) is the prior distribution for the utility and kernel parameters, whereas 𝜴 is the variance–covariance matrix generated
by 𝑘(𝒔𝒊, 𝒔𝒋|𝜽). Evaluating  (𝒖|𝑿 𝜷 +𝑸𝜸,𝜴) in this posterior requires the inverse of 𝜴. We can define the random variables 𝝎 and 𝜼
to obtain this inverse:

𝝎 ∼  (𝟎,𝜴), 𝜼 ∼  (𝟎,𝑫),

where the elements in 𝑫 are the conditional variances for 𝝎, denoted as 𝑑𝑗 𝑗 = Var(𝜔𝑗 |𝜔𝑖 ∶ 𝑖 < 𝑗). With these definitions, we can
epresent the random variable 𝝎 using the system of equations described below (Eq. (20)).

𝜔1 = 𝜂1, 𝜔𝑖 = 𝑎𝑖1𝜔1 + 𝑎𝑖2𝜔2 +⋯ + 𝑎𝑖,𝑖−1𝜔𝑖−1 + 𝜂𝑖. (20)

In matrix notation, that system is represented in Eq. (21).

𝝎 = 𝑨𝝎 + 𝜼, 𝑨 strictly lower triangular. (21)

With that representation, it is straightforward to see that 𝜴 is given by 𝜴 = (𝑰 −𝑨)−1𝑫(𝑰 −𝑨)−⊤, so its inverse can be computed
sing Eq. (22).

𝜴−𝟏 = (𝑰 −𝑨)⊤𝑫−𝟏(𝑰 −𝑨). (22)

Therefore, computing the inverse for 𝜴 is equivalent to solving for 𝑨 and 𝑫 in the system of equations described in (20), which
akes (𝑛3) flops. To reduce the computational burden of this inverse computation, the elements in the strictly lower triangular
atrix 𝑨 are conditioned to be equal to zero for all 𝑎𝑖𝑗 in which 𝑗 does not belong to the nearest neighbors 𝑁(𝑖) of 𝑖. Formally, this

ondition is summarized in (23).

𝑎𝑖𝑗 = 0 ∀(𝑖, 𝑗) ∈ {(𝑖, 𝑗) ∶ [𝑗 > 𝑖] ∨ [𝑗 ∉ 𝑁(𝑖)]} (23)

For a matrix 𝑨 with the structure described in (23), the inverse for 𝜴 can be computed in (𝑛𝑚3) flops, where 𝑚 is the maximum
number of neighbors in 𝑁(𝑖). An additional gain from this formulation is that the resulting inverse 𝜴̃−1 is sparse, which allows for
efficient computations of quadratic forms (Finley et al., 2019).

In Fig. 1, we show a graphical representation of matrix 𝑨 for a hypothetical NNGP with a hundred observations, and in Fig. 2
the sparse inverse of the variance–covariance matrix 𝜴̃−1 associated with that process.

For more details on the NNGP formulation and the algorithmic implementations to find 𝜴̃−1, please refer to Datta et al. (2016)
and Finley et al. (2019), and to Zhang (2018) for a Stan implementation of non-hierarchical NNGPs.
6 
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. HGP model extension to multiple alternatives

When considering multiple unordered alternatives, such as multiple transportation modes, extending our models is straightfor-
ward if independence from irrelevant alternatives (IIA) is assumed (which is a reasonable assumption in some choice situations,
including a fully specified model, and for cases with non-labeled alternatives). For cases where IIA might not be a reasonable
assumption, other substitution patterns can be easily modeled by including an error term correlated across alternatives for each
individual with any desired structure. In this section, we describe both cases.

6.1. Multinomial HGPs with independence from irrelevant alternatives (IIA)

Assuming independence from irrelevant alternatives would lead to an HGP model with independent Gaussian Processes for each
alternative 𝑗. The latent utility for individual 𝑖 and alternative 𝑗 is given by Eq. (24), presented below:

𝑢𝑖𝑗 = 𝒙𝑇𝒊𝒋𝜷 + 𝒒𝑇𝒊 𝜸𝒋 +𝑍𝑗 (𝒔𝒊). (24)

where 𝒙𝒊𝒋 is a vector of alternative attributes observed by individual 𝑖 for alternative 𝑗, 𝜸𝒋 is a vector of estimable parameters
associated with socio-demographics 𝒒𝒊 and alternative 𝑗, and 𝑍𝑗 is the Gaussian Process associated with alternative 𝑗. This Gaussian
process 𝑍𝑗 can be assumed to be identical across alternatives, they could have different scales and decay rates, or they could
even have different kernel forms to provide isotropic and anisotropic latent utilities depending on the alternative. To simplify the
estimation of our models, we assume that 𝑍𝑗 is identical across alternatives.

6.2. Multinomial HGPs without IIA

Considering flexible substitution patterns while also accounting for individual correlations is not a trivial problem. Following
the formulation presented in Riihimäki et al. (2013), for multi-class classification problems, let us consider a simple model for the
latent utilities that reproduces the IIA property (equivalent to the one discussed previously):

𝑢𝑖𝑗 = 𝒙𝑇𝒊𝒋𝜷 + 𝒒𝑇𝒊 𝜸𝒋 + 𝑓 𝑗
𝑖 . (25)

With 𝑐 alternatives, 𝑓 𝑗
𝑖 is an element from the random vector 𝑓 with size 𝑛𝑐:

𝒇 = [𝑓 1
1 , 𝑓 1

2 ,… , 𝑓 1
𝑛 , 𝑓 2

1 , 𝑓 2
2 ,… , 𝑓 2

𝑛 ,… , 𝑓 𝑐
1 , 𝑓 𝑐

2 ,… , 𝑓 𝑐
𝑛 ]

⊤ (26)

hat follows the multivariate normal distribution,

𝑓 ∼  (0,𝑲), (27)

ith an 𝑛𝑐 × 𝑛𝑐 block-diagonal variance–covariance matrix generated using kernel 𝑘(𝑠, 𝑠′) for each 𝑛 × 𝑛 block. That is, matrix 𝑲
has 𝑐 blocks 𝑲𝟏,… ,𝑲𝒄 where each block is generated using the kernel 𝑘(𝑠, 𝑠′) associated with a Gaussian process 𝑍. As discussed
before, these Gaussian processes do not need to be identically parameterized across alternatives, but we consider that to be the case
for the sake of simplicity.

By manipulating the off-diagonal blocks of matrix 𝐾, one can model correlation structures between alternatives at both the
inter-individual and intra-individual levels. In this study, we assume that correlations between the latent utilities across alternatives
are only at the intra-individual level. This means that cov(𝑢𝑖𝑗 , 𝑢𝑙 𝑘) = 0, but both cov(𝑢𝑖𝑗 , 𝑢𝑙 𝑗 ) and cov(𝑢𝑙 𝑗 , 𝑢𝑙 𝑘) could have non-
zero values. To adhere to this assumption, the off-diagonal blocks for 𝑲 need to have a diagonal structure as shown below
(Eq. (28)).

𝐊 =

⎛

⎜

⎜

⎜

⎜

⎝

𝐊𝟏 𝐜𝐨𝐯(𝑓 1
. , 𝑓 2

. ) ⋅ 𝐈𝑛 ⋯ 𝐜𝐨𝐯(𝑓 1
. , 𝑓 𝑐

. ) ⋅ 𝐈𝑛
𝐜𝐨𝐯(𝑓 2

. , 𝑓 1
. ) ⋅ 𝐈𝑛 𝐊𝟐 ⋯ 𝐜𝐨𝐯(𝑓 2

. , 𝑓 𝑐
. ) ⋅ 𝐈𝑛

⋮ ⋮ ⋱ ⋮
𝐜𝐨𝐯(𝑓 𝑐

. , 𝑓 1
. ) ⋅ 𝐈𝑛 𝐜𝐨𝐯(𝑓 𝑐

. , 𝑓 2
. ) ⋅ 𝐈𝑛 ⋯ 𝐊𝐜

⎞

⎟

⎟

⎟

⎟

⎠

(28)

Since scale and location for the latent utilities are irrelevant for individual decisions (and modeled choice probabilities), not all
parameters in 𝐾 can be identified. To ensure identification in this type of model, one can follow a similar approach to the one
proposed by Train in Train (2009) for probit models. For this variance–covariance structure, only [(𝑐 − 1)𝑐∕2] − 1 parameters are
identifiable (taking 𝐾1, 𝐾2,… , 𝐾𝑐 as single parameters instead of blocks generated from a kernel function). In the multinomial case
study presented in this paper, we consider three alternatives with 𝐾1 = 𝐾2 = 𝐾3, so there is a single identifiable covariance between
alternatives (i.e., there are [(𝑐 − 1)𝑐∕2] − 1 = 2 identifiable parameters in 𝐾, where one is associated with the identical blocks

𝐾1, 𝐾2, 𝐾3 and the other is a covariance between a pair of alternatives).
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Table 1
Summary of the variables considered in the binary mode choice study.
Variable Description Mean

Trip cost difference Transit cost minus private car cost (USD). −3.36
Trip time difference Transit travel time minus private car travel time (Minutes). 35.89
Vehicle availability Indicator variable for car availability in the household. It takes the

value of 1 if no cars are available in the household.
0.34

High income Indicator variable for high income level (> 100 k USD per year). 0.33
Manhattan Indicator variable for destinations in Manhattan. 0.47
Gender Indicator variable for the male gender. 0.48
Mode choice (𝑦) Whether transit was selected as the travel mode. A choice indicator

that takes the value of 1 if transit was selected.
0.61

Fig. 3. Trip origins and mode choice in New
York City.

Fig. 4. Trip destinations and mode choice in New York City.

7. Binary mode choice in New York City

We use the 2010/2011 Regional Household Travel Survey by the New York Metropolitan Transportation Council (New York
etropolitan Transportation Council, North Jersey Transportation Planning Authority, 2014) to obtain mode choice data in New
ork City. The survey contains travel data from 18,965 households from areas in New York City, Long Island, the Hudson Valley,
ew Jersey, and Connecticut. The data is stored in a relational database with information on travel and mobility patterns, including

ocio-demographics, trip origins and destinations, and mode choices.
Following the reasoning presented in Goetzke (2008), we limit our analysis to the New York City areas. Additionally, we selected

he home-based work (HBW) trips completed in a private car or transit longer than 1.5 miles, and we discarded observations with
issing data. After the data selection and cleaning process, 2444 trips are left for our analysis.

We use the US census block data (Anon, 2023) to obtain the longitude and latitude for every trip’s origin and destination. We
lso use the Google API to retrieve estimates for each trip’s cost and travel time for various modes of transportation. This results
n a novel binary mode choice dataset for NYC, containing trip origin and destination coordinates, trip costs, travel times, and
ocio-demographic variables. For our models, we consider the following variables: (i) trip cost difference (transit vs. car), (ii) travel
ime difference (transit vs. car), (iii) an indicator for access to a private car in the household, (iv) an indicator for the destination
eing in Manhattan, (v) an indicator for high-income level, and (vi) an indicator for declared gender. The description of these
ariables is presented in Table 1. Additionally, as done in Goetzke (2008), we assume that both alternatives are available for every
ndividual.

Figs. 3 and 4 show the origin and destination locations (i.e. households and work locations), respectively. The red points represent
the trips for which the individual selected a private car, and the blue points represent the ones for which the individual chose public
transit. As shown in these plots, it is clear that there might be unobserved spatial effects that influence mode choice in New York

ity. For instance, for trips ending in Manhattan, individuals seem more likely to choose public transit over private cars.
In Figs. 5 and 6, we show trip examples for which public transit was selected, and in Figs. 7 and 8, we show trip examples

or which private car was selected. The paths in blue correspond to the public transit routes, and the paths in red are for car. We
how these figures to illustrate that mode choice is influenced by the alternative route characteristics, particularly the cost and time
ifference between modes.

.1. Binary model estimation and diagnostics

We estimate three HGP models using the NNGP formulation, following the general structure presented in 5 discussed earlier.
dditionally, we present the results for a standard logit model and a probit model with correlated error terms for comparison. The
8 
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Fig. 5. Trip 33 alternative routes for public
transit and private car. For this trip, the cost of
using a private car is $4.75 higher than the cost
of using public transportation.

Fig. 6. Trip 40 alternative routes for public transit and
private car. For this trip, the cost of using a private car is
$11.77 higher than the cost of using public transportation.

Fig. 7. Trip 29 alternative routes for public tran-
sit and private car. For this trip, the cost of using
a private car is $1.06 higher than the cost of
using public transportation.

Fig. 8. Trip 46 alternative routes for public transit and
private car. For this trip, the cost of using a private car is
$0.10 higher than the cost of using public transportation.

irst two HGP models have latent utilities (Eq. (29)) with GPs that depend either on the trip origin (𝒔 = 𝒔𝒐) or the trip destination
oordinates (𝒔 = 𝒔𝒅). While the third HGP model has a latent utility (Eq. (29)) with a GP associated with the trip direction and
istance between the origin and destination coordinates, that is, 𝒔 = 𝒔𝒅 − 𝒔𝒐.

𝑢𝑖 = 𝛽0 + 𝛽𝑐Cost𝑖 + 𝛽𝑡Time𝑖 + 𝛾VehicleVehicle𝑖 + 𝛾IncomeIncome𝑖 + 𝛾ManhattanManhattan𝑖 + 𝛾MaleMale𝑖 +𝑍(𝒔𝒊). (29)

n Eq. (29), 𝑍(𝒔𝒊) is an NNGP with a GP parent process that has the kernel defined by:

𝑘(𝒔𝒊, 𝒔𝒋|𝜎2, 𝜙, 𝜏2) = 𝜎2 exp
(

−𝜙‖𝒔𝒊 − 𝒔𝒋‖
)

+ 𝜏2, (30)

where the parameter 𝜏2 is set to one to determine the general scale of the utility.
For the logit model, the error term from the latent utilities does not originate from a Gaussian process as in Eq. (29). Instead, it

s assumed to be identically and independently distributed as a standard logistic random variable for all individuals (as mentioned
n Section 2). For the probit model with correlated error terms, it is assumed that the latent utilities follow the form presented
n Eq. (5) (as in the SAE model). The probit SAE model is estimated using the implementation in R as presented in Wilhelm and de
atos (2013) with four chains, a burn-in period of 5000, and 30,000 samples per chain.

For the HGPs and the logit models, we employed the No-U-Turn sampler in Stan for MCMC exploration of the desired posterior.
We sampled four independent chains in parallel with 3000 samples each, and a burn-in period of 1000. We use normal priors for
the model parameters (𝛽0, 𝛽𝑐 , 𝛽𝑡, 𝛾vehicle, 𝛾Income, 𝛾Manhattan, 𝛾Male), a truncated normal prior for the kernel scale parameter 𝜎, and a
amma prior for the kernel decay rate parameter 𝜙.

.1.1. Diagnostics
Figs. 9, 10, and 11 show the trace plots for the model and kernel parameters for the HGP models. As shown there, for the

three models, the independent chains seem to converge to the same posterior mode, and there is no large auto-correlation after a
9 
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Fig. 9. Trace plots for HGP process model with origin locations 𝒔𝒐.

Fig. 10. Trace plots for HGP process model with destination locations 𝒔𝒅 .

elatively low burn-in period. In Fig. 12, we show the chains associated with the standard logit model, and in Fig. 13 we show the
nes associated with the probit SAE model.

Table 2 shows the effective sample sizes and 𝑅̂ for the three HGP models described before, the logit model, and the probit SAE
odel. The effective sample size estimates the equivalent number of uncorrelated samples from the posterior for each variable chain,

o large numbers are desirable. Whereas 𝑅̂ is a diagnostic that compares multiple chains to assess the convergence of the Markov
hains, usually values below 1.010 are a good indication of convergence (Vehtari et al., 2021).

Based on the MCMC diagnostics, we can conclude that the chains for all three HGP models have mixed well and converged. The
argest 𝑅̂ value of 1.006 belongs to 𝛾Vehicle in the model with origin coordinates, which should not be alarming since it is below the

1.010 threshold commonly used in the literature. The smallest sample size of 544 is associated with the same model parameter. As
can be seen, the sample sizes for the logit model are larger, and the 𝑅̂ values for that model are closer to 1.000. This is because the
logit model has a lower complexity and a single mode posterior, making convergence with MCMC easier to attain. The probit SAE
10 
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Fig. 11. Trace plots for HGP process model with direction vectors 𝒔𝒅 − 𝒔𝒐.

Fig. 12. Trace plots for the logit model.

model exhibits 𝑅̂ values lower than 1.005 but effective sample sizes that are lower than any other model for some parameters. This
was expected even for the large number of samples because our HGP models and the logit model are estimated using the No-U-Turn
sampler from Stan, whereas the probit SAE implementation from Wilhelm and de Matos (2013) uses a basic Gibbs sampler.

7.2. Binary model results and discussion

This section presents and discusses the MCMC results based on the chain statistics for the three HGP models, the logit model,
and the probit SAE model. We estimate the posterior means and medians and construct 95% high-density credible intervals for the
model parameters (𝜷, 𝜸), the kernel parameters (𝜎2, 𝜙), the SAE importance parameter 𝜌, as well as the value of travel time savings
VOTT).
11 
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Fig. 13. Trace plots for the probit SAE model.

Table 2
Effective sample sizes (ESS) and 𝑅̂ for the three HGP models, the logit model, and the probit SAE model.

HGP models Logit Probit SAE

Trip Directions Destination Locations Origin Locations

ESS 𝑅̂ ESS 𝑅̂ ESS 𝑅̂ ESS 𝑅̂ ESS 𝑅̂

𝛽0 3589 1.000 4432 1.001 3229 1.001 5485 1.000 5983 1.000
𝛽𝑡 1258 1.002 1172 1.002 1180 1.002 5981 1.000 368 1.002
𝛽𝑐 2139 1.002 1457 1.001 1398 1.002 6522 1.000 608 1.001
𝛾Vehicle 774 1.002 597 1.005 544 1.006 7233 1.000 138 1.004
𝛾Income 1693 1.002 1434 1.001 1348 1.000 7935 1.000 7580 1.000
𝛾Manhattan 1627 1.000 2401 1.002 911 1.002 7076 1.000 142 1.000
𝛾Male 1488 1.002 1198 1.002 1433 1.002 7577 1.000 2886 1.000
𝜎2 1568 1.001 3119 1.000 1706 1.002 – – – –
𝜙 4517 1.001 2036 1.003 3057 1.001 – – – –
𝜌 – – – – – – – – 5988 1.000

Table 3
Posterior mean and medians for 𝛽𝑐 and 𝛽𝑡.

Parameter Statistic HGP models Logit Probit SAE

Trip Destination Origin
Directions Locations Locations

𝛽𝑐 Mean −0.095 −0.092 −0.124 −0.092 −0.051
Median −0.095 −0.092 −0.124 −0.091 −0.051

𝛽𝑡 Mean −0.029 −0.021 −0.025 −0.023 −0.012
Median −0.029 −0.021 −0.025 −0.023 −0.012

7.2.1. Mode attribute parameters
The parameters 𝜷 represent the marginal utilities for mode attributes, specifically travel time and trip cost, which are expected

to have a negative effect on latent utilities. Table 3 summarizes the posterior means and medians for 𝛽𝑐 and 𝛽𝑡. As presented there,
the posterior means and median values for all models agree with behavioral intuition.

Interestingly, but not surprisingly, the posterior mean and median values associated with 𝛽𝑐 for the logit model differ the most
from the HGP model that assumes that the correlation in individual decisions is associated with trip origin locations — where the
individuals live. This large difference could be attributed to the marginal utility of income following the same correlation structure.
For mean and median values associated with 𝛽𝑡, the differences are not as dramatic. The marginal utilities for the probit SAE model
are not directly comparable to those associated with the other models, as the link function for the probit model differs from that of
the logit and HGP models.
12 
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Fig. 14. 𝛽𝑐 95% high-density credible in-
terval (HGP model with origin locations).

Fig. 15. 𝛽𝑐 95% high-density credible
interval (HGP model with destination lo-
cations).

Fig. 16. 𝛽𝑐 95% high-density credible in-
terval (HGP model with trip directions).

Fig. 17. 𝛽𝑐 95% high-density credible in-
terval (Logit model).

Fig. 18. 𝛽𝑐 95% high-density credible in-
terval (Probit SAE model).

Fig. 19. 𝛽𝑡 95% high-density credible in-
terval (HGP model with origin locations).

Fig. 20. 𝛽𝑡 95% high-density credible
interval (HGP model with destination lo-
cations).

Fig. 21. 𝛽𝑡 95% high-density credible in-
terval (HGP model with trip directions).

Figs. 14 through 18 display the 95% high-density credible intervals for 𝛽𝑐 , while Figs. 19 through 23 show the credible intervals
or 𝛽𝑡. These figures illustrate that the credible intervals cover similar parameter ranges for all models, but the posteriors associated

with the logit model are more concentrated around their modes than the posteriors of the HGP models — which is expected.
Additionally, there is no change of sign within any of the intervals, indicating with high posterior probability that travel time and
cost have a negative influence on latent utilities for all models (equivalent to parameter significance in frequentist inference).

7.2.2. Socio-demographic parameters
As previously mentioned, we incorporated four socio-demographic variables into our models: (i) a dummy variable identifying

individuals with no access to vehicles in their household (Vehicle), (ii) a dummy variable identifying high-income households
(Income), (iii) a dummy variable for trips ending at Manhattan (Manhattan), and (iv) a dummy variable for individuals identifying
as male (Male). Table 4 summarizes the means and medians for the parameters 𝜸 associated with this variables for the three
HGP models, as well as for the standard logit model and the probit SAE model. We also provide estimates for the odds ratios
of taking public transit. For the probit SAE model, the odds ratios are computed using the observed sample of socio-demographics
and alternative attributes, setting the relevant dummy variable to zero for the base case and one for the comparison case.

The mean and median values for 𝛾Vehicle are similar across all models with a logistic link function. The empirical posterior mean
ranges from 3.00 to 3.60 among these models, indicating that people without access to a vehicle at home are more likely to use
13 
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Fig. 22. 𝛽𝑡 95% high-density credible in-
terval (Logit model).

Fig. 23. 𝛽𝑡 95% high-density credible in-
terval (Probit SAE model).

Table 4
Posterior mean and medians for 𝛾.

Parameter Statistic HGP models Logit Probit SAE

Trip Destination Origin
Directions Locations Locations

𝛾Vehicle Mean 3.60 3.59 3.41 3.00 1.40
Median 3.60 3.59 3.41 3.00 1.40

𝛾Income Mean −0.057 −0.160 −0.090 −0.044 −0.089
Median −0.057 −0.160 −0.090 −0.044 −0.089

𝛾Manhattan Mean 2.46 1.62 2.54 2.18 0.990
Median 2.46 1.62 2.54 2.18 0.994

𝛾Male Mean −0.280 −0.350 −0.312 −0.242 −0.148
Median −0.281 −0.350 −0.312 −0.242 −0.147

Fig. 24. 𝛾Vehicle 95% high-density credible
interval (HGP model with origin loca-
tions).

Fig. 25. 𝛾Vehicle 95% high-density credible
interval (HGP model with destination lo-
cations).

Fig. 26. 𝛾Vehicle 95% high-density credible
interval (HGP model with trip directions).

ublic transit. According to these estimates, the odds of taking public transit are approximately 20 (logit model) to 37 (HGP models)
imes higher for people without access to a car in their household. For the probit SAE model, the mean odds ratio – computed using
ll observations in the dataset – is approximately 14. Figs. 24 through 28 display the high-density credible intervals for 𝛾Vehicle.
hese figures show that the credible regions are similar for all models with a logistic link, and there is no change in the parameter
ign within the high-density credible intervals for any model — equivalent to significance in frequentist inference.

Regarding 𝛾Income, the results show that the mean and median values are similar in the HGP models with trip directions and
origin locations. However, in the HGP model with destination locations, they have an absolute value twice as large than the ones
from the other HGP models. For the logit model, the 𝛾Income posterior means and medians are roughly half as large as those from
the HGP with trip directions and origin locations. Regardless of the model, the parameter posterior statistics are negative, indicating
that high-income individuals are more likely to use a private car instead of public transit. Based on the empirical mean from the
posterior, the odds for taking public transit are approximately 6% lower for high-income individuals in models with trip directions,
% lower for the origin locations model, and 15% lower in the model with destination locations. For the logit model, the odds are
% lower, and for the probit SAE model, on average they are 15% lower.

Nevertheless, Figs. 29 through 33 display the high-density credible intervals for 𝛾Income, which show a change of sign across all
odels. This suggests insufficient evidence of a negative marginal effect on the latent utility of taking public transit, equivalent to
 non-significant parameter in frequentist inference.

The mean and median values for 𝛾Manhattan are similar in the HGP models with trip directions and origin locations. However, in
he HGP model with destination locations, they are approximately 35% lower than the other HGP models. The 𝛾 posterior
Manhattan
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Fig. 27. 𝛾Vehicle 95% high-density credi-
ble interval (Logit model).

Fig. 28. 𝛾Vehicle 95% high-density credi-
ble interval (Probit SAE model).

Fig. 29. 𝛾Income 95% high-density credible
interval (HGP model with origin loca-
tions).

Fig. 30. 𝛾Income 95% high-density credible
interval (HGP model with destination lo-
cations).

Fig. 31. 𝛾Income 95% high-density credible
interval (HGP model with trip directions).

Fig. 32. 𝛾Income 95% high-density credible
interval (Logit model).

Fig. 33. 𝛾Income 95% high-density credi-
ble interval (Probit SAE model).

mean and median values for the logit model are close to the HGP models with trip directions and origin locations. This is a sensible
result, considering that the Manhattan attribute is spatially correlated for the destination locations.

Based on empirical statistics, the odds for taking public transit for trips that end in Manhattan are around 5 times higher in
the HGP model with destination locations and approximately 12 times higher in the other two HGP models. With the logit model,
the odds are almost 9 times higher if the trip ends in Manhattan. For the probit SAE model, the mean odds ratio is approximately
qual to 6 –which is close to the one associated with the HGP model with destination locations. Figs. 34 through 38 display the
igh-density credible intervals for 𝛾Manhattan, which do not show a change of sign for any model. This indicates that the positive
arginal effect of 𝛾Manhattan on the latent utility holds with 95% posterior probability. The credible region for 𝛾Manhattan, as shown

n Figs. 34 through 36, is much wider for the HGP model with destination locations than for the other two HGP models. Still, the
pper value of the credible region for the model with the destination locations is lower than the other models.

The empirical statistics for 𝛾Male are negative, ranging from −0.28 in the HGP model with trip directions to −0.35 in the
odel with destination locations. These results suggest that individuals who identify as male are less likely to take public transit.

pecifically, in the HGP models with trip directions and origin locations, the odds of using public transit are around 25% lower for
ales compared to other genders, while in the HGP model with destination locations, the odds are approximately 30% lower. For

he logit model, the odds for males are over 21% lower than for other genders. In the probit SAE model, the odds of taking public
ransit are, on average, 24% lower for males. Figs. 39 through 43 illustrate the high-density credible intervals for 𝛾 , which do
Male
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Fig. 34. 𝛾Manhattan 95% high-density cred-
ible interval (HGP model with origin
locations).

Fig. 35. 𝛾Manhattan 95% high-density cred-
ible interval (HGP model with destination
locations).

Fig. 36. 𝛾Manhattan 95% high-density cred-
ible interval (HGP model with trip direc-
tions).

Fig. 37. 𝛾Manhattan 95% high-density cred-
ible interval (Logit model).

Fig. 38. 𝛾Manhattan 95% high-density cred-
ible interval (Probit SAE model).

Fig. 39. 𝛾Male 95% high-density credible
interval (HGP model with origin loca-
tions).

Fig. 40. 𝛾Male 95% high-density credible
interval (HGP model with destination lo-
cations).

Fig. 41. 𝛾Male 95% high-density credible
interval (HGP model with trip directions).

not show a change in the parameter sign. Therefore, there is a high posterior probability of a negative marginal effect on the latent
utility associated with this socio-demographic characteristic.

7.2.3. Kernel parameters 𝜎2 and 𝜙, and SAE importance parameter 𝜌
Up to this point, we have presented results for parameters that could be estimated using standard discrete choice models, albeit

with some caveats mentioned before (e.g., biased parameter estimates). Now, we will delve into the kernel parameters 𝜎2 and 𝜙
Eq. (30)), which offer insights into the underlying spatial process of the latent utilities, and 𝜌, which determines the importance of
he spatially correlated part of the error term in the probit SAE model. As previously mentioned, 𝜎2 is associated with the scale of
he spatially correlated unobservables, whereas 𝜙 represents the decay rate for the correlation of those unobserved effects. To put
t in more concrete terms for the models presented here, 𝜎2 relates to how large are the spatially correlated unobserved effects in
omparison to those that do not exhibit a correlation structure. Whereas 𝜙 is related to how distant two individuals could be and
till exhibit correlated decisions. Table 5 displays the empirical means and medians from the posterior for these parameters.

The mean and median values for 𝜎2 differ between the model with destination locations and the other two models. Specifically,
he mean value for the model with destination locations (1.48) is more than three times higher than that for the model with origin
ocations (0.510) and for the model with trip directions (0.501). To interpret these parameters, it is worth noting that the kernel
ugget parameter 𝜏2 (Eq. (30)) represents the scale of the unobservables without spatial correlation and is set to one for all models
16 
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Fig. 42. 𝛾Male 95% high-density credible
interval (Logit model).

Fig. 43. 𝛾Male 95% high-density credible
interval (Probit SAE model).

Table 5
Posterior mean and medians for kernel parameters 𝜎2 and 𝜙, and for spatially-auto-correlated error importance
𝜌.

Parameter Statistic HGP models Logit Probit SAE

Trip Destination Origin
Directions Locations Locations

𝜎2 Mean 0.501 1.48 0.510 – –
Median 0.392 1.37 0.439 – –

𝜙 Mean 5.11 3.18 5.39 – –
Median 4.57 3.80 4.87 – –

𝜌 Mean – – – – 0.556
Median – – – – 0.558

Fig. 44. 𝜎2 95% high-density credible in-
terval (HGP model with origin locations).

Fig. 45. 𝜎2 95% high-density credible
interval (HGP model with destination lo-
cations).

Fig. 46. 𝜎2 95% high-density credible in-
terval (HGP model with trip directions).

to establish the general scale of the utility. Consequently, in the model with destination locations, spatially correlated unobservables
appear more relevant than unobserved effects that are not spatially correlated. Conversely, the opposite is true for the other two
models. Figs. 44 through 46 depict the high-density credible intervals for 𝜎2. As illustrated, the credible interval for the model with
destination locations is wider than those of the other two models, but the lower end of the interval is higher than the mean for the
ther models.

As for the decay rate parameter 𝜙, the findings reveal that spatial correlation in the model with destination locations decays
lower than in the other two models. The mean value for that model is 3.18, compared to 5.39 for the model with origin locations
nd 5.11 for the model with trip directions. Figs. 47 through 49 display the high-density credible intervals for 𝜙. The width of the
redible region is similar for all models, but the lower and upper ends for the model with destination locations are smaller than
hose of the other two HGP models.

Finally, the spatially correlated importance parameter 𝜌 – from the probit SAE model – has a mean value of 0.556, and as shown
in Fig. 50, the 95% high-density credible interval suggests that the spatially correlated unobserved effects are significant.

7.2.4. Value of travel time savings
To estimate the posterior means, medians, and high-density credible intervals for the value of travel time savings, we use the

hains associated with 𝛽𝑐 and 𝛽𝑡 to derive a post-processed sample from the posterior. This post-processing is achieved using Eq. (31),
here VOTT𝑘, 𝛽𝑡𝑘 , and 𝛽𝑐𝑘 are samples from the posterior.

VOTT𝑘 =
𝛽𝑡𝑘 . (31)

𝛽𝑐𝑘
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Fig. 47. 𝜙 95% high-density credible
interval (HGP model with origin loca-
tions).

Fig. 48. 𝜙 95% high-density credible
interval (HGP model with destination lo-
cations).

Fig. 49. 𝜙 95% high-density credible in-
terval (HGP model with trip directions).

Fig. 50. 𝜌 95% high-density credible interval (Probit SAE model).

Table 6
VOTT posterior sample statistics for the HGP models.

Model Mean [$/h] Median [$/h]

HGP with Origin locations 12.29 12.09
HGP with Destination locations 13.80 13.34
HGP with Trip directions 21.15 18.54
Logit 15.71 15.27
Probit SAE 14.68 14.26

Table 6 summarizes the VOTT estimated means and medians from the posterior samples for the three HGP models, the logit and
he probit SAE models. That table shows that the VOTT estimates are relatively similar, with a mean value ranging between $12 to

$21 for an hour reduction in travel time. However, the VOTT posterior sample mean for the model with trip directions is over 45%
higher than the ones associated with the other two HGP models. This difference is due to the heavy right tail of the VOTT posterior
for the trip directions model, which can be identified in the high-density credible interval plots presented in Figs. 51 through 55.

Figs. 51 through 55 display the high-density credible intervals for the value of travel time savings. These plots reveal that the
VOTT from all models lie within similar regions. The lower bound of the credible regions is very close for all models, ranging
from $8.48/hour to $11.01/hour, whereas the upper bound is where the models differ the most, ranging from $16.06/hour to
$38.31/hour. The tightest credible region is associated with the HGP model with origin locations, whereas the widest corresponds
to the model with trip directions. This result indicates that the VOTT posterior distribution for the model with trip directions has
the flattest surface and that model would require the most additional evidence from data to reduce the uncertainty associated with
that estimate. It is also worth noting that the mean and median values for the probit SAE model are the ones closest to the statistics
for the logit model that does not consider spatial effects.

7.2.5. Out-of-sample prediction performance and model selection
For comparing the different models, we used out-of-sample prediction performance measured by the models’ accuracy and the

eave-one-out information criterion (LOO-IC) (Vehtari et al., 2017). For the out-of-sample accuracy, we held out 20% of the data.
or LOO-IC, which is defined as minus two times the expected log-predictive density, a lower value indicates better expected out-
f-sample prediction performance. In Table 7, we provide estimates for train and test accuracy, as well as LOO-IC, for all models
stimated in the binary case study, except for the probit SAE model, as the implementation from Wilhelm and de Matos (2013) does
ot provide the necessary per-observation chains. As shown in the table, the HGP model with destination locations outperforms all
ther models across all metrics.
18 
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Fig. 51. VOTT 95% high-density credible
interval (HGP with origin locations).

Fig. 52. VOTT 95% high-density credible
interval (HGP with destination locations).

Fig. 53. VOTT 95% high-density credible
interval (HGP with trip directions).

Fig. 54. VOTT 95% high-density credible
interval (Logit model).

Fig. 55. VOTT 95% high-density credible
interval (Probit SAE model).

Table 7
Model performance metrics.

Model Test set accuracy Train set accuracy LOO-IC

HGP with origin locations 86.49% 87.06% 1952.5
HGP with destination locations 86.70% 87.10% 1886.5
HGP with trip directions 84.68% 85.63% 1972.5
Logit 84.07% 84.60% 1978.4
Probit SAE 83.87% 84.44% –

8. Multinomial mode choice in NYC: Public transit, private car and non-motorized

For the multinomial case, we also limit our analysis to the New York City areas. We select home-based work (HBW) trips
completed in transit, private car, or non-motorized modes (i.e. walking and bicycling) without limiting the trip length. Trip cost
for the non-motorized alternative is set to zero and the travel time is computed using the Google API for the cases where it is not
revealed. We discarded observations with missing data, so after the data selection and cleaning process, 3277 trips are left for our
nalysis. The description for the variables considered in the multinomial problem is presented in Table 8.

.1. Multinomial model estimation and diagnostics

For the multinomial case study, we considered two HGP models: one with IIA and another without IIA. We followed the
formulation presented in Section 6, where we assume that the blocks in the block-diagonal matrix 𝐾 are identical. For the
ernel function, we used trip destination locations. For the model without IIA, we considered an unknown but identifiable
orrelation between the public transit and the non-motorized alternatives. For easier model interpretation, we assume that the
ocio-demographics only have an effect on the latent utilities for private car. Additionally, we take the non-motorized alternative
s the base alternative; hence, we only show the estimation results for alternative-specific constants associated with private car and
ublic transit. We compare our multinomial HGP models with a standard multinomial logit model.

As for the binary case study, we employed the No-U-Turn sampler in Stan for MCMC exploration of the desired posterior. We
ampled four independent chains in parallel with 6000 samples each, and a burn-in period of 1000. We use normal priors for
he model parameters (𝛽0, 𝛽𝑐 , 𝛽𝑡, 𝛾vehicle, 𝛾Income, 𝛾Manhattan, 𝛾Male), a truncated normal prior for the kernel scale parameter 𝜎, and a
amma prior for the kernel decay rate parameter 𝜙. For the correlation matrix associated with the public transit and non-motorized
lternatives in the non-IIA case, we use the LKJ distribution (Lewandowski et al., 2009).
19 
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Table 8
Summary of the variables considered for the multinomial mode choice study.
Variable Description Mean

Trip cost transit Transit cost (USD). 2.35
Trip cost car Car cost (USD). 4.64
Trip cost non-motorized Non-motorized cost (USD). 0.00
Trip time transit Transit travel time (Minutes). 50.38
Trip time car Car travel time (Minutes). 18.32
Trip time non-motorized Non-motorized travel time (Minutes). 93.85
Vehicle availability Indicator variable for car availability in the household. It takes the

value of 1 if no cars are available in the household.
0.36

High income Indicator variable for high income level (> 100 k USD per year). 0.32
Manhattan Indicator variable for destinations in Manhattan. 0.46
Gender Indicator variable for the male gender. 0.47
Car mode share Proportion of trips completed by car 0.37
Transit mode share Proportion of trips completed by transit 0.51
Non-motorized mode share Proportion of trips completed by non-motorized means of

transportation
0.12

Fig. 56. Trace plots for the multinomial logit model.

.1.1. Diagnostics
Fig. 56 shows the trace plots for the multinomial logit model. Figs. 57 and 58 show the trace plots for the model and kernel

arameters for the HGP models. As shown, for the multinomial logit model and the HGP model with IIA, the independent chains
eem to converge to the same posterior mode, and there is no large auto-correlation after a relatively short burn-in period. In
ontrast, for the HGP model with correlated public transit and non-motorized alternatives, the Markov chains seem to converge to
he same posterior mode but for some parameters (e.g. 𝛾Vehicle-car) the autocorrelations seem to be higher than for the model with
IA.

In Table 9, we show the 𝑅̂ and effective sample size for all the multinomial models. As presented, the HGP model without IIA
as an 𝑅̂ lower than 1.05 for most parameters, except for the correlation between alternatives, 𝛾Vehicle-car and 𝛾Manhattan-car. The HGP
odel and the multinomial model have 𝑅̂ values that are lower than 1.01. These diagnostics, along with the trace plots presented

arlier, indicate that the model without IIA has a more complex posterior shape than the model with IIA and the multinomial model.

8.2. Multinomial model results and discussion

This section presents and discusses the MCMC results based on the chain statistics for the two multinomial HGP models and the
multinomial logit model. We estimate the posterior means and medians and construct 95% high-density credible intervals for the
model parameters (𝜷, 𝜸), the kernel parameters (𝜎2, 𝜙), the alternative correlation 𝜌transit-nonmotorized, the alternative-specific constants
ASC and ASC , as well as the value of travel time savings (VOTT).
Car Transit
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Fig. 57. Trace plots for the HGP multinomial model with IIA.

Fig. 58. Trace plots for the HGP multinomial model without IIA.

8.2.1. Mode attribute parameters and alternative specific constants
In Table 10, we show the summary statistics for 𝛽, ASCCar, and ASCTransit. As presented, the statistics for 𝛽𝑐 and 𝛽𝑡 follow

behavioral intuition. The values for the alternative-specific constants indicate that, all other variables held constant, individuals
are more likely to choose either driving or public transit than non-motorized modes of transportation.

In Figs. 59 to 61, we show the 95% high-density credible intervals for ASCcar. For all models, these credible intervals cover only
the positive region of the parameter space, which can be interpreted similarly to parameter significance in frequentist statistics.

In contrast to the credible intervals associated with ASCcar, those for ASCtransit (Figs. 62 to 64) exhibit an interesting difference
between the HGP models and the logit model. For the HGP models, the high-density credible intervals cover regions that include
zero, whereas the one associated with the multinomial logit model covers a strictly positive region. This means that for the
multinomial model, with high posterior probability, individuals are more likely to choose public transit over non-motorized modes
of transportation. In contrast, the HGP models do not provide evidence to support that claim.
21 
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Table 9
Effective sample sizes (ESS) and 𝑅̂ for the two HGP multinomial models and the multinomial logit model.

Parameter HGP models Multinomial

IIA non-IIA logit

ESS 𝑅̂ ESS 𝑅̂ ESS 𝑅̂

ASCcar 4758 1.000 915 1.020 5592 1.000
ASCtransit 5495 1.000 478 1.011 7537 1.000
𝛽𝑡 164 1.008 141 1.041 8795 1.000
𝛽𝑐 1293 1.003 288 1.030 8440 1.001
𝛾Income-car 2125 1.003 5919 1.045 8278 1.000
𝛾Male-car 2168 1.001 4659 1.012 8732 1.000
𝛾Vehicle-car 1241 1.007 59 1.147 8653 1.000
𝛾Manhattan-car 3206 1.003 1671 1.140 9032 1.001
𝜎2 3129 1.002 577 1.023 – –
𝜙 2373 1.005 1195 1.048 – –
𝜌𝑡𝑟𝑎𝑛𝑠𝑖𝑡−𝑛𝑜𝑛𝑚𝑜𝑡𝑜𝑟𝑖𝑧𝑒𝑑 – – 51 1.238 – –

Table 10
Multinomial models posterior mean and medians for 𝛽, ASC𝐶 𝑎𝑟 and ASC𝑇 𝑟𝑎𝑛𝑠𝑖𝑡.

Parameter Statistic HGP models Multinomial

IIA non-IIA logit

ASCcar Mean 1.71 1.71 1.22
Median 1.70 1.72 1.22

ASCtransit Mean 0.689 0.212 1.01
Median 0.718 0.217 1.01

𝛽𝑐 Mean −0.269 −0.358 −0.219
Median −0.269 −0.356 −0.220

𝛽𝑡 Mean −0.052 −0.071 −0.045
Median −0.052 −0.073 −0.045

Fig. 59. ASCcar 95% high-density credible
interval (Multinomial logit).

Fig. 60. ASCcar 95% high-density credible
interval (HGP with IIA).

Fig. 61. ASCcar 95% high-density credi-
ble interval (HGP without IIA).

Fig. 62. ASCtransit 95% high-density cred-
ible interval (Multinomial logit).

Fig. 63. ASCtransit 95% high-density cred-
ible interval (HGP with IIA).

Fig. 64. ASCtransit 95% high-density cred-
ible interval (HGP without IIA).

Finally, Figs. 65 to 67 show the high-density 95% credible regions for 𝛽𝑐 , and Figs. 68 to 70 show the high-density 95% credible
regions for 𝛽𝑡. As shown, the credible regions are strictly negative for both parameters in all models. Therefore, with high probability
given the observed data, both travel time and trip cost have a negative influence on the latent utilities for all considered models.
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Fig. 65. 𝛽𝑐 95% high-density credible
interval (Multinomial logit).

Fig. 66. 𝛽𝑐 95% high-density credible in-
terval (HGP with IIA).

Fig. 67. 𝛽𝑐 95% high-density credible in-
terval (HGP without IIA).

Fig. 68. 𝛽𝑡 95% high-density credible in-
terval (Multinomial logit).

Fig. 69. 𝛽𝑡 95% high-density credible in-
terval (HGP with IIA).

Fig. 70. 𝛽𝑡 95% high-density credible in-
terval (HGP without IIA).

Table 11
Multinomial models posterior mean and medians for 𝛾.

Parameter Statistic HGP models Multinomial

IIA non-IIA logit

𝛾Vehicle-car Mean −3.37 −4.94 −2.88
Median −3.37 −5.11 −2.88

𝛾Income-car Mean 0.077 0.189 −0.009
Median 0.080 0.182 −0.010

𝛾Manhattan-car Mean −2.06 −2.64 −2.07
Median −2.06 −2.57 −2.07

𝛾Male-car Mean 0.088 0.145 0.040
Median 0.087 0.138 0.040

8.2.2. Socio-demographic parameters
In Table 11, we summarize the results for the socio-demographic-related parameters 𝛾 shared by all considered multinomial

odels. Additionally, in this section, we provide estimates for the odds ratios and show 95% high-density credible intervals. As
iscussed previously, the socio-demographics only entered the latent utilities associated with the private car alternative, so the odds
atios are computed for that specific alternative.

As presented in Table 11, the mean for 𝛾Vehicle-car ranges between −2.88 (multinomial logit) and −4.94 (non-IIA HGP). For the
GP model with IIA, the odds of taking a private car are 96% lower for people without access to a car in their household. For the
GP model without IIA, this value is 99.28%. For the multinomial logit model, the odds are 94% lower. Figs. 71 to 73 show the
igh-density credible intervals for 𝛾Vehicle-car. There is no change in sign for any credible interval presented there.

Regarding 𝛾Income-car, the mean values presented in Table 11 are positive for the HGP models and negative for the multinomial
ogit model. For the multinomial logit model, this result suggests that high-income individuals are less likely to drive private cars in
YC. Conversely, for the HGP models, high-income individuals are more likely to drive private cars. Specifically, for the multinomial

ogit model, the odds of driving a private car are 1% lower for high-income individuals. For the HGP model with IIA, the odds for
igh-income individuals are 1.08 times those for low-income individuals, and for the HGP model without IIA, the odds ratio is 1.20.
owever, as shown in the 95% high-density credible intervals (Figs. 74 to 76), the credible regions cover both positive and negative
alues for the three models, so this effect is not considered significant.

For all models, the mean and median values for 𝛾Manhattan-car suggest a negative effect on the latent utilities for driving a private
ar if the destination is Manhattan. The high-density credible intervals presented in Figs. 77 to 79 support this negative effect with
igh posterior probability. Specifically, for the HGP model with IIA, the odds of driving a private car to work are 87% lower if the
23 
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Fig. 71. 𝛾Vehicle-car 95% high-density cred-
ible interval (Multinomial logit).

Fig. 72. 𝛾Vehicle-car 95% high-density cred-
ible interval (HGP with IIA).

Fig. 73. 𝛾Vehicle-car 95% high-density cred-
ible interval (HGP without IIA).

Fig. 74. 𝛾Income-car 95% high-density cred-
ible interval (Multinomial logit).

Fig. 75. 𝛾Income-car 95% high-density cred-
ible interval (HGP with IIA).

Fig. 76. 𝛾Income-car 95% high-density cred-
ible interval (HGP without IIA).

Fig. 77. 𝛾Manhattan-car 95% high-density
credible interval (Multinomial logit).

Fig. 78. 𝛾Manhattan-car 95% high-density
credible interval (HGP with IIA).

Fig. 79. 𝛾Manhattan-car 95% high-density
credible interval (HGP without IIA).

estination is Manhattan. For the HGP model without IIA, the odds are 92% lower. And, for the multinomial logit model, the odds
re 87% lower.

Finally, according to the mean and median posterior values for 𝛾Male-car, there is a positive marginal effect on the latent utilities
or driving a private car for people who declared their sex as male. However, as shown in Figs. 80 to 82, the high-density credible
ntervals cover parameter regions with both positive and negative values. Using the mean values presented in Table 11, the odds
atio associated with 𝛾Male-car for the HGP model with IIA equals 1.09. For the non-IIA HGP model, the odds of taking a private car
or males are 1.15 times those of others. For the multinomial logit model, that value is 1.04.

.2.3. Kernel parameters 𝜎2 and 𝜙, and alternative correlation 𝜌transit-nonmotorized
Here, we present the summary statistics and high-density credible intervals for the kernel parameter and the alternative

orrelation parameter from the HGP models. As previously mentioned, 𝜎2 is associated with the scale of the spatially correlated
nobservables, whereas 𝜙 represents the decay rate for the correlation of those unobserved effects. In Table 12, we present the
ean and median values for 𝜙 and 𝜎2, and the alternative correlation 𝜌transit-nonmotorized.

The mean and median values for 𝜙 show that the spatially correlated effects for the model without IIA decay 16.62% faster
han those for the model with IIA. In Figs. 83 and 84, we show the high-density credible intervals for that kernel parameter. As
resented in those figures, for the model with IIA, the posterior density for 𝜙 is more concentrated around the mean than for the
odel without IIA.
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Fig. 80. 𝛾Male-car 95% high-density credi-
ble interval (Multinomial logit).

Fig. 81. 𝛾Male-car 95% high-density credi-
ble interval (HGP with IIA).

Fig. 82. 𝛾Male-car 95% high-density credi-
ble interval (HGP without IIA).

Table 12
Multinomial models posterior mean and medians for kernel parameters 𝜙 and
𝜎2, and alternative correlation 𝜌.

Parameter Statistic HGP models

IIA non-IIA

𝜙 Mean 3.67 4.28
Median 3.28 3.88

𝜎2 Mean 1.28 2.28
Median 1.17 2.18

𝜌transit-nonmotorized Mean – 0.832
Median – 0.973

Fig. 83. 𝜙 95% high-density credible in-
terval (HGP with IIA).

Fig. 84. 𝜙 95% high-density credible in-
terval (HGP without IIA).

Fig. 85. 𝜎2 95% high-density credible in-
terval (HGP with IIA).

Fig. 86. 𝜎2 95% high-density credible in-
terval (HGP without IIA).

Regarding the scale of the spatially correlated unobservables, 𝜎2, the mean and median values suggest a greater importance
of these effects compared to the unobservables without spatial correlation. For the model without IIA, the scale of the correlated
nobservables is almost twice that of the one for the IIA model. In Figs. 85 and 86, we show the high-density credible interval for
2 for both HGP models.
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Fig. 87. 𝜌transit-nonmotorized 95% high-density credible interval (HGP without IIA).

Table 13
VOTT posterior sample statistics for the multinomial HGP and
logit models.

Model Mean [$/h] Median [$/h]

HGP with IIA 11.72 11.67
HGP without IIA 11.96 11.86
Multinomial Logit 12.42 12.38

Fig. 88. VOTT 95% high-density credible
interval (Multinomial Logit model).

Fig. 89. VOTT 95% high-density credible
interval (HGP with IIA).

Fig. 90. VOTT 95% high-density credible
interval (HGP without IIA).

For the correlation between alternatives, 𝜌transit-nonmotorized, from the non-IIA HGP model, we found positive mean and median
posterior values. This indicates that the unobserved effects for public transit and non-motorized modes are positively correlated. As
shown in Fig. 87, this positive correlation holds with high posterior probability.

8.2.4. Value of travel time savings
Similar to the binary case study, we also computed MCMC samples for the value of travel time savings for all the estimated

multinomial models. The VOTT means and medians are summarized in Table 13. As can be seen from the table, the VOTT values
for the HGP models are lower than the value found using the multinomial logit model. The lowest mean VOTT is associated with
the HGP with IIA ($11.72 per hour), while the highest value is associated with the multinomial logit model ($12.42 per hour).

The high-density credible intervals for the VOTT are shown in Figs. 88 through 90. These credible intervals cover very similar
regions, suggesting with high posterior probability that the VOTT lies within $10 per hour and $14 per hour for all three models.

.2.5. Out-of-sample prediction performance and model selection
To compare the performance of the multinomial models, we employ out-of-sample accuracy and the leave-one-out cross-

alidation information criterion, mirroring the approach used in the binary case study. Here, we also hold-out 20% of the data for
omputing the out-of-sample accuracy. Based on these out-of-sample prediction metrics, the HGP model with IIA exhibits superior
erformance compared to both the non-IIA HGP model and the multinomial logit model. The difference in prediction accuracy
etween the HGP models and the multinomial logit model is substantial, reaching almost 5 percentage points for the model without
IA and nearly 10 percentage points for the IIA model (see Table 14).

9. Conclusions and future work

In this work, we have introduced a novel Hierarchical Gaussian Process (HGP) model for discrete choice analysis, effectively
addressing the challenge of spatially correlated unobservables in both the binary and multinomial settings. Our HGP model
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Table 14
Multinomial models performance metrics.

Model Test set accuracy Train set accuracy LOO-IC

HGP with IIA 84.8% 85.29% 3966.8
HGP without IIA 80.20% 87.50% 3968.5
Multinomial Logit 75.84% 73.35% 4153.8

generalizes the Spatially Autoregressive Error (SAE) model from spatial econometrics, demonstrating how Gaussian Processes can be
seamlessly integrated into the latent utility specification while preserving economic interpretability. We showcase the practical value
of HGP models for applied discrete choice analysis through a binary and a multinomial mode choice case study in New York City.
For these case studies, we have curated a novel mode choice dataset for NYC, encompassing trip origin and destination coordinates,
rip costs, travel times, and sociodemographic variables.

To the best of our knowledge, this work presents the first application of a fully Bayesian HGP discrete choice model. We addressed
he computational challenges associated with running MCMC for HGPs by leveraging the Nearest Neighbor Gaussian Process

formulation. This approach significantly reduces the computational complexity per iteration for computing variance–covariance
matrix inverses, from (𝑛3) to (𝑛𝑚3) — with 𝑚 ≪ 𝑛. In our empirical studies, we generated policy-relevant insights, including
point estimates and credible intervals for the value of time as well as for odds ratios. Additionally, by formally interpreting the
kernel parameters from the Gaussian process, we gained valuable insights into the underlying spatial process governing the latent
utilities.

For the binary case study, we analyzed the kernel parameters, 𝜎2 and 𝜙, in three distinct HGP models, namely: one focused
on origin locations, another on destination locations, and the last on trip directions. Our study revealed differences between the
destination locations model and the other two models regarding the mean, median values, and high-density credible intervals of
the parameters of interest. The empirical results provided evidence that spatially correlated unobservables have greater importance,
and their correlation decays slower in the model with destination locations compared to the other two specifications. Furthermore,
in the model with destination locations, the mean and median values for the scale of spatially correlated unobservables (𝜎2) were
found to be higher than the scale of non-correlated unobserved effects (𝜏2). These results support that, for mode choice selection
in NYC, the spatially correlated unobservables at the destination locations are more relevant and decay slower than the ones at the
origin or those associated with trip directions.

Intuitively, the result discussed above means that unobserved spatially correlated effects at the destination of the trip, which
would include parking costs, have a higher relevance in mode choices than spatially correlated effects at the origin of the trip
(e.g. public transit crowding), or the ones related to trip vectors (e.g. road congestion). Focusing on the HGP models with trip
origin and destination locations, the correlation between latent utilities stays high for larger distances when comparing destinations
to trip origins. That is, the latent utilities correlation for two individuals going to work 1 km apart (from the HGP model with
destination locations) would be higher than the correlation for two agents departing from homes that are 1 km apart (from the HGP
model with origin locations).

In the multinomial case study, we employed two HGP models: one with independence from irrelevant alternatives (IIA) and one
without. For both models, we assumed that the kernel for each alternative shared the same attributes, 𝜙 and 𝜎2, and depended on trip
destination locations. In the non-IIA HGP model, we specifically allowed for correlation between the public transit and non-motorized
modes. Our analysis revealed a positive correlation between these alternatives, holding with high posterior probability.

In terms of point and credible-interval estimates for the parameters of mode attributes and socio-demographics, all models in
both the binary and multinomial case studies consistently showed negative marginal effects on utility for trip cost and travel time.
The binary case study revealed that individuals without vehicle access are more likely to choose public transit over a private car
(including taxis). High-income individuals exhibited a lower propensity to use public transit, with this effect being more pronounced
in the model considering destination locations. Trips ending in Manhattan were more likely to be completed via public transit,
and males were less likely to use public transit. The multinomial case study yielded similar insights for most socio-demographic
parameters across all models. However, a noteworthy difference emerged for the multinomial logit model, where high-income
individuals were found to be more likely to take public transit.

Leveraging both the binary and multinomial datasets, we estimated the value of travel time savings (VOTT) for New York City
and obtained credible intervals from our results. Based on the binary dataset, the empirical posterior mean for VOTT ranged from
$12.29 to $21.15 per hour reduction in travel time. The multinomial dataset yielded VOTT mean values between $11.72 and
$12.42. Interestingly, the mean VOTTs estimated using the binary HGP models that considered trip origins and destinations aligned
more closely with their multinomial counterparts compared to the estimates derived from the binary logit and multinomial logit
models. These VOTT values are close to the recommended values used by the US Department of Transportation (US Department
of Transportation, 2016), which stipulates a range of 80% to 120% of the hourly wage (minimum wage of $7.25). The VOTT
estimates hold valuable insights for transportation planning and policy-making, such as evaluating the benefits of public investment
in transportation infrastructure and congestion pricing strategies.

We empirically demonstrated that the posterior mean and medians associated with the parameters of a standard logit model can
differ significantly from those obtained from models that account for correlations between individuals. This difference is particularly
pronounced when the variables included in the latent utility model follow the same correlation structure as the unobservables, which
we assumed to be spatially correlated. For instance, using the binary logit model, we estimated that the odds ratio of choosing public
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ransit for people without access to a car in their household was 20 times higher than that for those with car access. However, in
he HGP models, the multiplicative effect of not having access to a car on the odds for public transit reached values greater than

30. As another example, the binary logit model indicated that high-income individuals had odds of taking public transit 4% lower
than that of less wealthy individuals. In contrast, the HGP models placed this percentage between 6% and 15%. Similarly, we found
significant variations in the estimates for the posterior mean and medians associated with 𝛽 between the logit and HGP models.

For the binary case study, we evaluated the out-of-sample performance of our HGP model by comparing it to a binary logit model
and a probit SAE model. We used out-of-sample prediction accuracy and the leave-one-out cross-validation information criterion
(LOO-IC) for this comparison. Notably, the HGP model that incorporated destination locations outperformed all other models across
all metrics in the binary case study. In the multinomial case study, we similarly assessed the out-of-sample prediction performance
of both the IIA and non-IIA HGP models relative to a multinomial logit model. This analysis revealed that the HGP model with
IIA exhibited superior out-of-sample prediction performance, with prediction accuracy almost 10 percentage points higher than the
multinomial logit model and better LOO-IC.

Our study underscores the critical importance of accounting for different sources of unobserved correlation within the latent
utility specification. As demonstrated in this paper, a logit model that overlooks correlated unobservables can yield biased and
inconsistent estimates if latent utility variables exhibit correlation structures similar to the unobserved effects. Consequently, for
inference in the presented binary mode choice problem, we recommend employing one of the HGP models that incorporate trip
coordinates. Particularly, based on the estimated kernel parameters, posterior shapes, and out-of-sample prediction performance,
the HGP model with destination locations emerges as the preferred choice over the standard logit specification. Similarly, for the
multinomial case study, the HGP model with IIA stands out due to its superior prediction performance, making it the recommended
choice. For prediction purposes, practitioners may also consider exploring Bayesian Model Averaging (BMA) (Hoeting et al., 1999)
that incorporates competing model specifications tailored to their specific use case.

Our current implementation leverages a kernel function within the HGP that enforces stationarity and isotropy for the latent
utility’s spatial process. However, these assumptions can be relaxed by adopting alternative, well-defined kernels that are anisotropic
and non-stationary. Similarly, in the multinomial case study, we assumed that the blocks of the block-diagonal variance–covariance
matrix 𝐾 were generated using a common kernel, and we only considered correlations between alternatives at the intra-individual
level. Both of these assumptions can be revisited with careful consideration for model identification.

We considered a single approach to incorporate non-IIA substitution patterns into our model, following a similar logic to that
used in probit models, where substitution patterns are modeled through the per-individual covariance between the marginal utilities
of alternatives. However, the flexible specification of our model allows for alternative approaches to modeling substitution patterns,
potentially leading to more efficient estimation.

Regarding the limitations of our illustrative examples, we performed alternative aggregation. Whereas this is a common practice
in discrete choice modeling, it can lead to biased parameter estimates depending on the aggregation strategy and dataset (Wong
et al., 2019). In future empirical studies, we plan to construct datasets with elemental alternatives to examine this potential bias
and compare its magnitude between our models that incorporate correlated error terms and those that do not.

We have explored how HGPs can generalize the SAE and SAL models, focusing on the SAE equivalence in this work. The SAL
model counterpart could be particularly useful in scenarios where peer effects are likely to be a significant source of correlation,
such as investigating the diffusion of new technologies. In this study, we employed three location vectors, 𝑠, for our HGP models:
trip origin, trip destination, and trip direction. Future research could explore defining alternative location vectors for the travel
mode choice problem’s latent utility spatial process. Additionally, finding ways to efficiently incorporate both origin and destination
locations, without information loss as encountered with the trip direction vector, is a promising avenue for future work. Furthermore,
the structure of the variance–covariance matrix presented here for the multinomial non-IIA HGP warrants further investigation to
potentially reduce the computational burden in model estimation.
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