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Results of a previous aerodynamics study conducted over a wing that exhibits the Prandtl
Bell Spanload were implemented into a simulation environment with the intent of studying
unique flight characteristics that are theorized to be presented by this spanload. However, early
simulations of the dynamics show that the yawing moment due to roll rate is of a higher effect
than the yaw moment due to the aileron deflection angle. This over-prediction of the roll-yaw
coupling term has been called into question. A new method is to be tested, which implements a
compact vortex-lattice (CVLM) formulation to show the difference between the flight dynamics
predicted by this new method and the stability derivative method currently in use. The analysis
utilizes two initial conditions to test the differences as the dynamics propagate through time.
The first, a large initial bank angle, leads to the stability derivative method diverging, while the
CVLM results show this not to be the case. The second condition, a wind-field representative of
a stable nocturnal boundary layer over the ground, leads to much more agreement between
methods before divergence occurs due to a velocity higher than that of the stability derivative
linearization point. It is then agreed that since CVLM cannot predict stall effects and other
nonlinear flight regions, a hybrid approach is proposed that takes advantage of the roll-yaw
coupling prediction of the CVLM and the range of conditions available to the stability derivative
method.

I. Nomenclature

𝛼 = Angle of Attack
𝑏 = Span
𝛽 = Sideslip Angle
𝐶𝐹𝐷 = Computational Fluid Dynamics
𝐶𝐿 = Lift Coefficient
𝐶𝐷 = Drag Coefficient
𝐶𝑙 = Rolling Moment Coefficient
𝐶𝑀 = Pitching Moment Coefficient
𝐶𝑁 = Yawing Moment Coefficient
𝐶𝑋, 𝐶𝑌 , 𝐶𝑍 = X-Force Coefficient, Y-Force Coefficient, Z-Force Coefficient
𝑐# = Constant
𝑑𝐿 = Incremental Value of L
𝛿𝑎 = Deflection Angle for an Anti-Symmetric Aileron Deflection
𝛿𝑒 = Deflection Angle for a Symmetric Aileron Deflection (Simulating and Elevator Deflection)
𝐹 = Aerodynamic Forces
𝑔 = Gravity
𝑀 = Aerodynamic Moments
𝑚 = Mass
𝜙 = Roll Angle
𝜓 = Yaw Angle
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𝑝 = Roll Rate
𝑞 = Pitch Rate
𝑟 = Yaw Rate
𝜃 = Pitch Angle
𝑢, 𝑣, 𝑤 = Velocity Components (Longitudinal, Lateral, Vertical)
𝑉 = Velocity
𝑉𝐿𝑀 = Vortex-Lattice Method
𝑦 = Spanwise Location

II. Introduction

There has been a large amount of time and effort put into studying Prandtl’s Bell Spanload in the last ninety years.
This solution was first developed as the minimum induced drag condition for a wing when considering a root

bending-moment constraint, which stands as an analog for wing weight. Since Prandtl’s Bell Spanload prediction,
published in 1933, there have been many examples of predictions with different constraints, some similar to the one
used by the Bell Spanload [1–3]. These analyses have shown that the root bending-moment constraint results in just
one of many possible lift distributions that could be considered optimal with respect to induced drag. Every added
constraint slightly modifies the lift distribution, with fairly elliptical distributions shown to be optimal in most cases
if the designer is primarily considering optimizing induced drag. The use of the Bell spanload has been very sparse
throughout the history of aeronautics and only recently in the research community. So, why use the Bell Spanload, as it
has been shown that practical considerations, such as available fuel volume, structural weight, and Reynolds number
effects, will overwhelm any potential vortex drag reductions [4]?

Perhaps the most compelling reason to consider the Bell spanload is a flight dynamics effect when traditional
symmetric aileron deflections are utilized. A characteristic of a finite wing with the Bell spanload at one 𝐶𝐿 condition
is that this wing will feature an aggressive twist distribution with a large amount of washout or negative twist at the
wingtip. Due to the degree of washout exhibited, a small portion of the wing near the tip experiences an interesting
characteristic. Around the wingtips, there is an area where the inviscid drag induced by the wing works in the opposite
direction of drag produced everywhere else on the wing. Due to the twist distribution, the resultant force on the wing is
tilted slightly against the freestream in relation to the lift direction. It is important to note that this only holds true for the
inviscid component of drag, with the viscous portions still working in the direction of the freestream. This, however,
is still a powerful result as there is use for this effect. Since this is induced drag and is dependent on the amount of
lift being generated, an increase in the lift in this section will increase the effect of the "induced thrust" [5], or a force
vector that has a horizontal component opposite of the typical drag vector. A common example of this situation is when
ailerons, strategically placed where the drag direction is pointing forward, are deflected. In theory, this would increase
the induced drag on the deflected side in the area containing the aileron, which would work in the direction opposite of
the freestream. The yaw due to aileron deflection is most often captured through the 𝐶𝑁𝛿𝑎

control derivative, which is
expected to be positive for the Bell spanload case, opposite of a traditional aircraft. Perhaps the most compelling reason
to use the Bell spanload is that, due to the region of induced thrust, an aircraft could be constructed without the vertical
tail and associated drag needed to counter adverse yaw.

The research presented in this paper was motivated by attempts to study the proverse yaw phenomenon created by
the Bell spanload with a positive 𝐶𝑁𝛿𝑎

. As described in Section III, dynamics simulation cases were performed to
observe the proverse yaw effect. Yet, the effect was overshadowed by roll-yaw coupling terms, most predominately 𝐶𝑛𝑝

.
To investigate the suitability of 𝐶𝑁𝑝

prediction methods commonly used in the flight dynamics community, two plant
models for the simulation are presented in this paper, and dynamic simulation results highlight different approaches
to the roll-yaw coupling. The first set of analyses included the use of a vortex-lattice method [6], a computationally
quick analysis tool that is widely available. Although this method is convenient, a drawback is the inviscid nature of the
analysis, leading to underestimation of parameters such as drag and overestimation of the effects of certain control
deflections [7, 8]. This led to the use of the second mode of analysis, a higher-fidelity computational fluid dynamics
model. This analysis tool is widely used in industry and is generally known to predict results with greater accuracy than
the vortex-lattice code. Our results indicate the roll-yaw coupling observed is different between the two underlying plant
models.

This paper is organized as follows. Section III presents the motivation for the work, which came about using a
dynamic simulation environment that uses traditional stability and control derivatives to represent aerodynamic forces.
The section also presents an alternative aerodynamic model form, where the aerodynamics are evaluated at each time
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step in the simulation, albeit by neglecting some of the flow physics. The paper continues with Section IV presents
the high-fidelity aerodynamic model developed for the same configuration based on finite-differencing solutions of
computational fluid dynamic equations at various in-flow angles. The results are readily applicable to a stability/control
derivative model. Section IV.B goes on to compare the vortex-lattice solutions to the higher-fidelity solutions used later
on in simulation example cases. Next, the rigid body equations of motion propagated in the simulation environment are
presented in Section IV.C. The results presented in this study are for two cases, (1) is a homogeneous response of the
aircraft subject to an off-trim value in the roll angle, and (2) is the trimmed aircraft response flying through a realistic
wind field, developed according to the methodology in Section IV.D. Section V compares the in-the-loop aerodynamics
computation to the standard stability derivative method. Interpreting the results indicates that the stability derivative
approach to roll-yaw coupling is more aggressive than retaining the full inviscid aerodynamic calculations in the loop
for the configuration studied.

III. Background
A flight simulation environment was initially used to test the dynamic response of the aircraft given the stability

derivatives shown in Section IV. The flight simulation environment used by Dr. Andrew Arena at Oklahoma State
University. The simulation allows a user to import a CAD model representation of a flight vehicle into the virtual
environment and fly from a fixed vantage point on the ground or from other viewpoints with inputs from a standard RC
controller or gaming joystick. A view of flying the sim from a fixed vantage point is captured in Figure 1.

Fig. 1 Depiction of aircraft flying in the simulation environment, RBSim

Two cases were run for a flying wing shown to feature the Bell Spanload with the intent of revealing proverse yaw in
one dynamic simulation and adverse yaw in the other. The change was enacted by simply changing the sign of the 𝐶𝑁𝛿𝑎

control derivative governing adverse/proverse yaw. The cases are defined in Table 1 below:

Run Case 𝐶𝑁𝛿𝑎
Expectation

Case 1 Negative Adverse Yaw
Case 2 Positive Proverse Yaw

Table 1 Test case definitions for initial results

Following the creation of the time histories, the body-axis roll and yaw angles are plotted for Case 1 and Case 2 in
Figures 2 and 3, respectively.

The Case 1 time histories match expectations. As aileron is applied, at the time stamp indicated by the dashed vertical
line, the roll and yaw rate channels develop opposite signs, consistent with adverse yaw during control application. The
Case 2 results are not as expected. Although the sign of 𝐶𝑁𝛿𝑎

has been changed to positive, the roll rate and yaw rate
channels again show opposite signs following the aileron application. Further investigation into the Case 2 results
indicates that the roll-yaw coupling term (𝐶𝑁𝑝

) dominates all other factors in the Taylor series expression governing
prediction of overall yaw moment, similar to Equation 12. The very low directional stability amplifies this effect in
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Fig. 2 Body-axis roll and yaw rate for Case 1 Fig. 3 Body-axis roll and yaw rate for Case 2

Fig. 4 Proverse yaw case - Generated by amplifying 𝐶𝑁𝛿𝑎

the current case of a flying wing, making the dynamics highly sensitive to the value of 𝐶𝑁𝑝
utilized. It is possible to

generate state data showing proverse yaw, however an order of magnitude increase in the 𝐶𝑁𝛿𝑎
control power compared

to the results described in Section IV.B.2 was required to generate the plot in Figure 4.

A. Alternate Approach to Handling Roll Yaw Coupling
The finding from the previous section was surprising to the authors. An off-axis dynamic derivative appears to

dominate the yaw moment prediction during control application for a simple flying wing configuration. Literature on
roll-to-yaw coupling prediction was sparse. Most classical stability and control texts such as Refs. [9] and [10] treat the
𝐶𝑁𝑝

term in a cursory fashion as a simple scaling of the aircraft 𝐶𝐿 . The model in the texts would actually increase the
effect of roll-yaw coupling compared to the VLM results used in this paper.

Other approaches were sought to capture the roll-yaw coupling effect. The most promising result identified so far
was presented by Bunge and Kroo [11]. The reference was not directly aimed at studying aircraft dynamics. Rather,
it presented what the developers deemed the Compact Vortex Lattice Method (CVLM), a formulation equivalent
to a standard VLM but written in such a way that force and moment evaluation is performed via simple matrix
multiplication. The computational cost of retaining all the mathematics, including the non-linearity inherent in
evaluating the Kutta-Joukowski equation for force calculation via the presence of the cross-product, is zero. Rather, six
matrix multiplication operations yield all six forces and moments imposed on the vehicle by the inviscid aerodynamics,
with roughly the same computational cost that comes with evaluating the stability/control derivative expressions.

Much of the theoretical development of the compact VLM requires successive application of the dot-cross product
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property in Equation 1.

( ®𝑎 × ®𝑏) · ®𝑐 = ®𝑎 · (®𝑏 × ®𝑐) (1)

The details of the methodology will be left to the reference. The effect on vehicle dynamics observed by Bunge and
Kroo was significant and worthy of further exploration. For a sample flying wing configuration, a dynamic simulation
was presented that propagated the equations of motion from a trim condition altered only by a slight angle of the bank.
The aerodynamics were evaluated using (1) a stability derivative model and (2) the CVLM. In the case of the stability
derivative model, the vehicle developed increasing oscillations in roll and yaw that ultimately led to the departure from
controlled flight. For the case using the CVLM as the aerodynamic solver, the authors demonstrated that a limit cycle
type oscillation, with a small magnitude, developed in the roll and yaw rate. No departure from a controlled flight was
observed. The limit cycle must be due to the non-linearity retained in the force calculation, as limit cycle oscillations
are never the outcome for linear system models.

The next step in our research is to couple the CVLM in-the-loop of a dynamic simulation environment for an aircraft
with the existing flight simulation framework. Toward this goal, a version of the CVLM has been implemented in code.
A flying wing test case is presented. The geometry is shown in Figures 5, where we evaluate the CVLM, and in Figure 6
from AVL as a validation tool. 50 total lattices were used in each approach, and the moments were computed about the
leading edge of the wing center section.

−5
−4

−3
−2

−1
0

−5

−4

−3

−2

−1

0

1

2

3

4

5

−1

−0.5

0

x

y

z

Fig. 5 Compact VLM Geometry
Fig. 6 AVL Geometry

Body-axis aerodynamic force and moment coefficients for the flying wing were compared to AVL at a low angle
of attack (5 deg) to verify the implementation of the CVLM is correct. Table 2 shows a comparison between the two
analysis methods. The table shows that the Compact VLM produces nearly the same results as AVL.

Coefficient Our Implementation of CVLM AVL
𝐶𝑋 0.0235 0.02441
𝐶𝑌 0 0
𝐶𝑍 -0.3165 -0.31985
𝐶𝑙 0 0
𝐶𝑚 -0.8636 -0.87680
𝐶𝑛 0 0

Table 2 Body axis force and moment coefficients for a flying wing at low angle-of-attack
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IV. Methodology
To compare the two simulations, a model was created that could be run on all necessary platforms. With a plant model

in place for the Bell Spanload vehicle described in Section III, this was chosen to be the model utilized. Additionally,
the simulation utilized for the final results was created to simulate the effects of wind on the aircraft during flight to
highlight a case where aerodynamic interactions impact the vehicle trajectory in a manner different than a homogeneous
response from an off-trim initial condition. Thus, a model was generated to simulate the aircraft gliding in a wind field
encountered from an initial trim condition. The process of creating this model is detailed in Section IV.D.

A. Defining the Outer Mold Line
The geometry of the aircraft tested is based on a report produced by a team from NASA Armstrong in 2016 [12].

The cross-sectional geometry was based on this paper, with the planform being a version scaled and modified as a
precursor to additional research related to flight testing. The dihedral was set to be 2.5 degrees, directly pulled from the
NASA report. Additionally, the taper ratio and sweep were set to 0.247 and 17 degrees, respectively. To generate the
Prandtl Bell Spanload, an aggressive twist distribution was utilized. The values at each spanwise station are shown in
Table 3 with Spanwise Section 0 placed at the root and 20 at the tip, with each intermediate station equally spaced
across the wing.

Table 3 Twist Distribution

𝑆𝑝𝑎𝑛𝑤𝑖𝑠𝑒 𝑆𝑡𝑎𝑡𝑖𝑜𝑛 𝑇𝑤𝑖𝑠𝑡 (𝑑𝑒𝑔𝑟𝑒𝑒𝑠) 𝑆𝑝𝑎𝑛𝑤𝑖𝑠𝑒 𝑆𝑡𝑎𝑡𝑖𝑜𝑛 𝑇𝑤𝑖𝑠𝑡 (𝑑𝑒𝑔𝑟𝑒𝑒𝑠)
0 8.3274 11 7.2592
1 8.5524 12 6.6634
2 8.7259 13 5.9579
3 8.8441 14 5.1362
4 8.9030 15 4.1927
5 8.8984 16 3.1253
6 8.8257 17 1.9394
7 8.6801 18 0.6589
8 8.4565 19 -0.6417
9 8.1492 20 -1.6726
10 7.7522

The values can then be visually represented by Figure 7 to show the heavily nonlinear nature of the distribution
necessary to create this spanload.

Note that these twist values are then used as the aircraft’s zero-degree angle of attack point. This varies from the
traditional practice of choosing a point where the center airfoil is at zero degrees of angle of attack.

The control surface sizing and placement has taken from the report by NASA Armstrong before being scaled and
modified to fit this planform. To test the validity of this placement and sizing, resources were utilized to certify these
design parameters. The first is a study analyzing a similar planform to this aircraft in which the goal was to excite the
proverse yaw characteristic [13]. Using this analysis as a reference, the optimal location was approximately the same as
the initial design location. Using a similar reference on a more general planform [14], the placement and sizing were
adequate to excite a sufficient rolling moment.

B. Developing the Aero Database
A set of both low-fidelity vortex-lattice method and higher-fidelity computational fluid dynamics results were

utilized to create an aerodynamic database for a sufficient plant model. A previous study by the first author showed the
difference between the results of the two solvers for this planform. This can be used to determine which parameters
the vortex-lattice method solutions are adequate for and which need the higher-fidelity methods to be representative.
Although the plant model is a hybrid approach, the higher-fidelity solutions were used where applicable, including all of
the static components of the model.
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Fig. 7 Spanwise Twist Distribution

To complete the analysis, the PETE Supercomputer on the campus of Oklahoma State University was utilized. The
use of this computer facilitated the CFD completed in this research, exclusively using STAR CCM+. The use of this
particular software package stemmed from the first author’s knowledge of the use of this software, as well as the ability
to control certain parameters deemed important for the research. These parameters mainly revolve around the meshing
of the wing. Throughout this process of setting up a simulation, lessons learned from the work of Dr. Seung Yoo, out of
NASA Armstrong, on a similar aircraft’s stall characteristics were used to tailor the mesh to increase the refinement in
the areas shown to be more prone stall [15]. Additionally, a mesh refinement, again similar to one conducted by Dr. Yoo
for a different aircraft [16], was conducted to ensure the results were mesh-independent. This refinement was conducted
with a coarse, medium, and fine mesh.

1. Static Aerodynamic Prediction
The static aerodynamic prediction was developed directly from the CFD and validated at the design condition by

comparing the lift distribution predicted by the CFD to the theoretical Bell Spanload Equation. This design condition,
set to occur at a lift coefficient of 0.6, will be designed to exhibit the proverse yaw characteristic. The lift distribution at
the design point can be compared to the theoretical Bell Spanload Equation in Figure 8.

With little variance shown in Figure 8, the planform can be proven to present the Bell Spanload at the design
condition. This sets the groundwork for the static analysis completed in later sections.

Additionally, a drag polar can be created. This polar shows the relationship between drag and lift coefficient. This
allows for visualization of the aircraft’s drag properties as the lift coefficient increases.

Figure 9 shows the drag coefficient as a function of the lift coefficient around the design condition. Within a lift
coefficient range of about 0.5 to 0.75, the plot is seen to be near-linear. Since the stability derivative method to be tested
later relies on the linearization of aerodynamic properties for a given range of about a point, the design condition of a
0.6 lift coefficient would be a convenient point for this linearization. Additionally, post-stall effects can be simulated by
linearizing a flight condition there instead of the design point. This would be advantageous for a simulation environment
and is an application the CVLM is not capable of producing.

2. Stability and Control Derivative Prediction
The addition of control surfaces to the model utilized was implemented as discussed in Section IV.A. The location

was placed at eighty-six percent of the half span, reaching the wingtip. This forms the entirety of the control surface
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effects due to the lack of more control surfaces. The control derivatives that resulted from the aerodynamic survey
conducted by the first author are shown in Table 4.

Table 4 Control Derivatives

𝐶𝑜𝑛𝑡𝑟𝑜𝑙 𝐷𝑒𝑟𝑖𝑣𝑎𝑡𝑖𝑣𝑒 𝑉𝑎𝑙𝑢𝑒 𝑝𝑒𝑟 𝐷𝑒𝑔𝑟𝑒𝑒 𝑜 𝑓 𝐷𝑒 𝑓 𝑙𝑒𝑐𝑡𝑖𝑜𝑛

𝐶𝑙𝛿𝑎
-0.00124

𝐶𝑁𝛿𝑎
-0.00000268

𝐶𝑀𝛿𝑒
-0.00176

𝐶𝑍𝛿𝑒
-0.00505

The key term stemming from this analysis is the prediction of the 𝐶𝑁𝛿𝑎
term. This quantifies the extent of proverse

yaw expected from the aircraft during a turn caused by some aileron deflection.
The stability derivatives can then be calculated by taking the slope of the plot of the parameter in question with
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respect to some sideslip angle. This would occur at some point of linearization, usually trim.

Table 5 Stability Derivatives

𝑆𝑡𝑎𝑏𝑖𝑙𝑖𝑡𝑦 𝐷𝑒𝑟𝑖𝑣𝑎𝑡𝑖𝑣𝑒 𝑉𝑎𝑙𝑢𝑒 𝑝𝑒𝑟 𝑅𝑎𝑑𝑖𝑎𝑛

𝐶𝑁𝛽
0.000709

𝐶𝑌𝛽 -0.002595
𝐶𝑙𝛽 -0.0176

The values above were calculated using CFD results. As can be seen and must be noted going forward, the 𝐶𝑁𝛽
is

shown to be about an order of magnitude below the value recommended [17] for most aircraft. This is due to a lack of a
vertical surface to help with the directional stability since this derivative characterizes a stabilizing yawing moment.

3. Dynamic Stability Derivatives
The dynamic stability derivatives were estimated from the VLM. While it is possible to apply an angular velocity

to the aircraft in the CFD solver and estimate both primary and off-axis dynamic derivatives using finite differences
between the force outputs with/without a rotational component in the flow field, this requires numerous additional CFD
solutions and the accompanying setup and computational time. Recent flight experiments to develop aerodynamic
models from system ID maneuvers have shown excellent agreement in state trajectory matching when using damping
derivatives from VLM [18], giving confidence in using these values in our simulation work. The damping derivatives in
our aerodynamic model are shown below in Table 7.

Table 6 Dynamic Stability Derivatives

𝐷𝑦𝑛𝑎𝑚𝑖𝑐 𝐷𝑒𝑟𝑖𝑣𝑎𝑡𝑖𝑣𝑒 𝑉𝑎𝑙𝑢𝑒 𝑝𝑒𝑟 𝑅𝑎𝑑𝑖𝑎𝑛

𝐶𝑍𝑞
-6.295442

𝐶𝑀𝑞
-3.041993

𝐶𝑌𝑝
0.115243

𝐶𝑁𝑝
-0.043580

𝐶𝑙𝑝 -0.547463
𝐶𝑌𝑟 -0.002380
𝐶𝑁𝑟

-0.001641
𝐶𝑙𝑟 0.097951

4. Vortex-Lattice Method Comparison
Since the planform has shown that it produces the Bell Spanload at the design condition, Figure 8, the next step

is the comparison between the traditional vortex-lattice method that has been used to this point and the compact
vortex-lattice method (CVLM) that will be implemented into the simulation environment [19]. Figure 10 shows that the
CVLM-generated results, which utilize the code QuadAir, are almost identical to the VLM outputs over the same angle
of attack range and step values. They both vary from the CFD results due to the inclusion of nonlinear effects, such as
stall, that are modeled in the CFD but not the other two. The response of the pitching moment coefficient to a range of
angles of attack is shown in Figure 11.

Little variance can be seen between the AVL and CVLM results, with the CFD results diverging from the other two
with the addition of stall effects. To show that the values generated by the QuadAir program can be utilized for the
simulation, the other values related to the dynamic behavior of the system can be tested. This comparison is in the form
of stability derivatives. The CVLM code was run at the design lift condition and then rotational rates were applied to
the system to show the difference between the methods.
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Table 7 Dynamic Stability Derivative Comparison

𝐷𝑦𝑛𝑎𝑚𝑖𝑐 𝐷𝑒𝑟𝑖𝑣𝑎𝑡𝑖𝑣𝑒 𝐴𝑉𝐿 𝑉𝑎𝑙𝑢𝑒 𝑄𝑢𝑎𝑑𝐴𝑖𝑟 𝑉𝑎𝑙𝑢𝑒 𝑃𝑒𝑟𝑐𝑒𝑛𝑡 𝐷𝑖 𝑓 𝑓 𝑒𝑟𝑒𝑛𝑐𝑒

𝐶𝑍𝑞
-6.295442 -5.906 6.2%

𝐶𝑀𝑞
-3.041993 -3.3646 10.6%

𝐶𝑌𝑝
0.115243 0.1288 10.7%

𝐶𝑁𝑝
-0.043580 -0.03837 12.5%

𝐶𝑙𝑝 -0.1547463 -0.1511844 2.3%
𝐶𝑌𝑟 -0.002380 -0.00254 6.72%
𝐶𝑁𝑟

-0.001641 -0.001613 1.72%
𝐶𝑙𝑟 0.097951 0.09732 0.64%

Table 7 shows the difference in the key dynamic derivatives utilized within the simulator. From this table, the
maximum difference seen between any of the values is about twelve percent. It is believed that these values are acceptable
for the purposes of this analysis. Additionally, a similar process can be taken to compute the control derivatives.

The results of the analysis conducted can then be implemented into the simulation environment in the form of
stability derivatives. The main difference between the two methodologies is in calculating the forces and moments. The
stability derivatives calculated about the linearization point are utilized to calculate the forces and moments at each
time step as a simple Taylor series approximation, truncated after the first term. The results of this are then propagated
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Table 8 Control Derivative Comparison

𝐶𝑜𝑛𝑡𝑟𝑜𝑙 𝐷𝑒𝑟𝑖𝑣𝑎𝑡𝑖𝑣𝑒 𝐴𝑉𝐿 𝑉𝑎𝑙𝑢𝑒 𝑄𝑢𝑎𝑑𝐴𝑖𝑟 𝑉𝑎𝑙𝑢𝑒 𝑃𝑒𝑟𝑐𝑒𝑛𝑡 𝐷𝑖 𝑓 𝑓 𝑒𝑟𝑒𝑛𝑐𝑒

𝐶𝑙𝛿𝑎
-0.00124 -0.00134 6.35%

𝐶𝑁𝛿𝑎
-0.000006 -0.00000542 9.67%

𝐶𝑀𝛿𝑒
-0.0615 -0.0566 8.00%

𝐶𝑍𝛿𝑒
-0.00387 -0.00426 10.08%

through time using the dynamics equations.

C. Incorporating the Aerodynamic Data into a Simulation Environment
The dynamic states of the vehicle are initialized to user-specified values and then propagated in real-time with the

standard equations of motion for a rigid aircraft using the Runge-Kutta 4th-order method. State derivative equations
in the form presented in Ref. [20] are shown below as Equations 2–11. The translational dynamics are modeled by
Equations 2–4. Equations 5–7 model the rotational dynamics. Euler angles are updated via Equations 8–10 to properly
project the gravitational force. The position of the aircraft in the inertial frame is updated with the expression shown as
Equation 11.

¤𝑢 = 𝑟𝑣 − 𝑞𝑤 + 𝐹𝑥/𝑚 − 𝑔 sin(𝜃) (2)
¤𝑣 = 𝑝𝑤 − 𝑟𝑢 + 𝐹𝑦/𝑚 + 𝑔 cos(𝜃) sin(𝜙) (3)
¤𝑤 = 𝑞𝑢 − 𝑝𝑣 + 𝐹𝑧/𝑚 + 𝑔 cos(𝜃) cos(𝜙) (4)

¤𝑝 = (𝑐1𝑟 + 𝑐2𝑝)𝑞 + 𝑐3𝑀𝑥 + 𝑐4𝑀𝑧 (5)

¤𝑞 = 𝑐5𝑝𝑟 − 𝑐6 (𝑝2 − 𝑟2) + 𝑐7𝑀𝑦 (6)
¤𝑟 = (𝑐8𝑝 − 𝑐2𝑟)𝑞 + 𝑐9𝑀𝑧 + 𝑐4𝑀𝑥 (7)

¤𝜙 = 𝑝 + tan(𝜃) (𝑞 sin(𝜙) + 𝑟 cos(𝜙)) (8)
¤𝜃 = 𝑞 cos(𝜙) − 𝑟 sin(𝜙) (9)

¤𝜓 = (𝑞 sin(𝜙) + 𝑟 cos(𝜙))/cos(𝜃) (10)


𝑥

𝑦

𝑧

 =

1 0 0
0 cos(𝜙) sin(𝜙)
0 − sin(𝜙) cos(𝜙)



cos(𝜃) 0 − sin(𝜃)

0 1 0
sin(𝜃) 0 cos(𝜃)




cos(𝜙) sin(𝜙) 0
− sin(𝜙) cos(𝜙) 0

0 0 1



𝑢

𝑣

𝑤

 (11)

To propagate the translational dynamics Equations 2–4 above requires evaluation of the aerodynamic force[
𝐹𝑋 𝐹𝑌 𝐹𝑍

]
projected into the body axis. Similarly, evaluating the rotational dynamics Equations 5–7 requires

knowledge of the aerodynamic moments
[
𝑀𝑋 𝑀𝑌 𝑀𝑍

]
projected into the body axis. The simulation environment

models the aerodynamic forces/moments by building them up in the form of traditional stability and control derivatives.
An example build-up for the body-axis yaw moment coefficient is shown in Equation 12. Other forces and moment
coefficients are modeled similarly to a Taylor series truncated to include only first-order terms. Non-dimensionalization
of the force and moment coefficients follows standard practices.

𝐶𝑁 = 𝐶𝑁0 + 𝐶𝑁𝛽
Δ𝛽 + 𝐶𝑁𝑟

Δ𝑟 + 𝐶𝑁𝑝
Δ𝑝 + 𝐶𝑁𝛿

Δ𝛿 (12)

In the expression, 𝐶𝑁0 is a bias term that is set to zero for symmetric configurations. 𝐶𝑁𝛽
is evaluated at several

angles of attack from the output of our static aerodynamic analysis in the CFD. The simulation takes in a user-defined
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look-up table to capture variations with aerodynamic in-flow angle. The dynamic derivative terms (𝐶𝑁𝑟
and 𝐶𝑁𝑝

) are
evaluated in the VLM and kept constant throughout the course of the simulation. Finally, the effect of control deflection
is represented by the 𝐶𝑁𝛿

term, which can be specified as a function of angle-of-attack by the analyst. The design
of the simulation allows the user to define the stability and control derivatives using the best-available data for each
contribution to the overall force/moment in each axis.

Additionally, wind effects can be added to the simulation environment in the effect of adding to the velocity
components calculated at some trim conditions. This involves rotating the wind using Equation (13) to the body frame
from the inertial frame.

𝑅𝑏
𝑣 (𝜙, 𝜃, 𝜓) =


𝑐(𝜃)𝑐(𝜓) 𝑐(𝜃)𝑠(𝜓) −𝑠(𝜃)

𝑠(𝜙)𝑠(𝜃)𝑐(𝜓) − 𝑐(𝜙)𝑠(𝜓) 𝑠(𝜙)𝑠(𝜃)𝑠(𝜓) + 𝑐(𝜙)𝑐(𝜓) 𝑠(𝜙)𝑐(𝜃)
𝑐(𝜙)𝑠(𝜃)𝑐(𝜓) + 𝑠(𝜙)𝑠(𝜓) 𝑐(𝜙)𝑠(𝜃)𝑠(𝜓) − 𝑠(𝜙)𝑐(𝜓) 𝑐(𝜙)𝑐(𝜃)

 (13)

𝑉𝑏
𝑤 =

©­­«
𝑢𝑤

𝑣𝑤

𝑤𝑤

ª®®¬ = 𝑅𝑏
𝑣 (𝜙, 𝜃, 𝜓)

©­­«
𝑤𝑛𝑠

𝑤𝑒𝑠

𝑤𝑑𝑠

ª®®¬ +
©­­«
𝑢𝑤𝑔

𝑣𝑤𝑔

𝑤𝑤𝑔

ª®®¬ (14)

𝑉𝑏
𝑎 =

©­­«
𝑢𝑟

𝑣𝑟

𝑤𝑟

ª®®¬ =
©­­«
𝑢 − 𝑢𝑤
𝑣 − 𝑣𝑤
𝑤 − 𝑤𝑤

ª®®¬ (15)

Once projected into the body frame, Equations (14)-(15) are utilized to calculate the addition of the wind to each
body-axis velocity. The effect on the aerodynamic forces and moments would then be caused by this change of velocity.

D. LES Methodology for Generating Wind Data

1. Governing Equations
Cloud Model 1 (CM1) [21] was employed for the numerical simulations to generate Large Eddy Simulation data.

The numerical solver works by integrating governing equations for 𝑢, 𝑣, 𝑤, 𝜋′, 𝜃′, where 𝜋′ is the non-dimensional
pressure, 𝜃′ is the potential temperature deviations from the base state (represented by subscript “0") which is in
hydrostatic balance and (𝑢, 𝑣, 𝑤) represent the three-dimensional (3D) wind velocity field in the inertial frame. It also
uses the ideal gas equation 𝑝 = 𝜌𝑅𝑇 for determining the state variables. Dry adiabatic atmospheric conditions are
considered, and the governing equations are presented below in eqs. (16) to (20):

𝜕𝑢

𝜕𝑡
+ 𝑐𝑝𝜃𝑝

𝜕𝜋′

𝜕𝑥
= 𝑎𝑑𝑣(𝑢) + 𝑓 𝑣 + 𝑇𝑢 + 𝑁𝑢 (16)

𝜕𝑣

𝜕𝑡
+ 𝑐𝑝𝜃𝑝

𝜕𝜋′

𝜕𝑦
= 𝑎𝑑𝑣(𝑣) − 𝑓 𝑢 + 𝑇𝑣 + 𝑁𝑣 (17)

𝜕𝑤

𝜕𝑡
+ 𝑐𝑝𝜃𝑝

𝜕𝜋′

𝜕𝑧
= 𝑎𝑑𝑣(𝑤) + 𝐵 + 𝑇𝑤 + 𝑁𝑤 (18)

𝜕𝜃′

𝜕𝑡
= 𝑎𝑑𝑣(𝜃) + 𝑇𝜃 + 𝑁𝜃 + ¤𝑄 𝜃 (19)

𝜕𝜋′

𝜕𝑡
= 𝑎𝑑𝑣(𝜋) − 𝑅

𝑐𝑣
𝜋

(
𝜕𝑢

𝜕𝑥
+ 𝜕𝑣
𝜕𝑦

+ 𝜕𝑤
𝜕𝑧

)
+ ¤𝑄 𝜃 (20)

where ‘adv()’ represents the advection operator for a generic variable 𝛼 given as 𝑎𝑑𝑣(𝛼) = −𝑢 𝜕𝛼
𝜕𝑥

− 𝑣 𝜕𝛼
𝜕𝑦

− 𝑤 𝜕𝛼
𝜕𝑧
, where

𝑇, ¤𝑄 𝜃 represent the tendencies from turbulence and external tendencies to internal energy (radiative cooling/heating).
Furthermore, the terms 𝑁 , 𝑓 , and 𝐵 represent the Newtonian Relaxation parameter, Coriolis parameter, and buoyancy,
respectively. The turbulence tendencies in the equations could be expressed as (writing in the Einstein notations using
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(𝑖, 𝑗 = 1, 2, 3)),

𝑇𝑢(𝑖) =
1
𝜌

[
𝜕𝜏𝑖 𝑗

𝜕𝑥 𝑗

]
, 𝑇𝜃 = − 1

𝜌

[
𝜕𝜏𝜃

𝑖

𝜕𝑥𝑖

]
. (21)

The subgrid-stress terms are formulated as below:

𝜏𝑖 𝑗 ≡ 𝜌𝑢′
𝑖
𝑢′
𝑗
= 2𝜌𝐾𝑚𝑆𝑖 𝑗 , 𝜏

𝜃
𝑖 ≡ 𝜌𝑢′

𝑖
𝜃′ = −𝐾ℎ𝜌

𝜕𝜃

𝜕𝑥𝑖
(22)

where 𝑆𝑖 𝑗 is the strain tensor, 𝐾𝑚 is the viscosity, 𝐾ℎ is the diffusivity, and 𝐾𝑚, 𝐾ℎ are determined from the type of
subgrid closure used like TKE (Turbulence Kinetic Energy) similar to [22], or Smagorinsky from [23].

2. Numerical Simulation Setup

The numerical simulation was set up for a stable boundary layer, or nocturnal atmospheric boundary layer case [? ],
with the computational domain of 400 m cube. An isotropic grid resolution of 10 m is used for a coarse grid simulation.
The geostrophic wind was set as 8 𝑚𝑠−1 in the East-West (x-direction) direction with a Coriolis parameter of 1.39 ×
10−4 𝑠−1 (73◦ N). Surface cooling of 0.25 K ℎ−1 was employed. The potential temperature profile was initialized as a
mixed layer up to 100m with a value of 265K and overlying inversion strength of 0.01 K 𝑚−1. Turbulent kinetic energy
(TKE) closure was employed for Sub-Grid Scale terms, and TKE was initialized as 0.4(1 − 𝑧/250)3 𝑚2𝑠−2 below a
height of 250 m, where 𝑧 represents the height. Periodic boundary conditions on the sides, no-slip at the bottom and slip
at the top, were considered. The wind data was collected after it reached a quasi-equilibrium state(8-9hr).

V. Flight Dynamics Comparison
To start the analysis, a trim condition for the aircraft was solved for an assumed airspeed. This condition was

shared between both the stability derivative and compact VLM approaches for consistency in starting position. This
linearization point was chosen to be convenient for the CFD results, matching the point at which these tests were run.
This allows the data collected throughout the CFD testing to be used in near-trim conditions. The stability derivative
method comes with the advantage of quick computational time under these conditions and ease of implementation.
With a plant model available, the stability derivatives can be quickly estimated and added to the analysis.

The drawback of the stability derivative method is the prediction accuracy as the aircraft moves away from that
linearization point. Ref [11] shows that the stability derivative approach leads to a divergence of results if the initial
condition is far off the trim. For them, this comes in the form of some period of relatively straight flight before the
aircraft starts to oscillate wildly and spin. To test the response, the aircraft was trimmed at level flight before a simulation
was run with a large bank angle as an initial condition. By doing this, the aircraft was placed out of its trim condition
before the dynamics were propagated.

The CVLM, on the other hand, is not dependent on the linearization point. Instead, the drawback to this method
centers around the lack of usability when it comes to stall. The stability derivative method can be used during stall
conditions by linearizing that area of the flight envelope. This method proves less effective when propagated through
time due to the changing

A. Dynamics Comparison with an Initial Condition
For consistency between testing, a bank angle of ten degrees was chosen as the initial condition. This was the only

off-trim initial condition specified to elicit a dynamic response from the simulation as opposed to steady-state translation.
The CVLM analysis method is not dependent on the point at which the linearization occurred, so the item of interest is
to investigate whether we see more or less roll-yaw coupling from the stability derivative method.

The trajectory in the x-y plane, Figure 12, shows that the prediction by the stability derivative method matches the
CVLM for about 50 meters before diverging. The aircraft then begins to spin out of control. This also manifests as a
loss of altitude, shown in the x-z trajectory plot, Figure 13, as a semi-helical shape. For the CVLM, the aircraft deviates
from the zero point in the east-west direction.

Figure 14 shows the time history of the roll angle as the dynamics are propagated. The CVLM model experiences
a growing oscillation before a relatively constant amplitude of about 20 degrees is reached for multiple consecutive
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oscillations. The stability derivative method shows less oscillation behavior initially before diverging to a large roll
angle just before 30 seconds. This is accompanied by a spike in the pitch angle, shown in Figure 15. The pitch angle is
shown to oscillate rapidly with non-uniform behavior and amplitude.

The roll rate of both models, Figure 16, presents an interesting comparison. The CVLM results show slightly more
oscillations whose amplitudes are higher in magnitude than the stability derivative. This can be explained by the lack of
correction the stability derivative method shows after the initial angle. There is some correction before the damping
term causes the aircraft to oscillate in an off-term condition, causing the divergence in results. The yaw rate plot, shown
in Figure 17, shows a large divergence through time as the aircraft starts to spiral. Conversely, the CVLM results show
more stability with more regular oscillations.

As was stated in Section III, the 𝐶𝑁𝑝
term was determined to be the term the stability derivative model was most

sensitive to. This term could be seen to overshadow the 𝐶𝑁𝛿𝑎
term, negating any proverse yaw that could be expected

from the aircraft.
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B. Dynamics Comparison Through a Wind-Field
To further test the difference in dynamics predicted by these two methods, a wind field was generated through the

methodology presented in Section IV.D. For simplicity of implementation, a nocturnal atmospheric boundary layer case
was utilized with an initial altitude that would prove to be a major contributor to the dynamics. The variation of the wind
speed with altitude can be visualized at a time step in both the north and east directions with a contour plot of the results.

Fig. 18 u component (x-direction) of velocity in the xz
plane at the center of the domain

Fig. 19 v component (y-direction) of velocity in the xz
plane at the center of the domain

Where the wind speed reported on the bar is in 𝑚/𝑠. This shows a relatively large side wind at the lower altitudes on the
graph with a high x-direction velocity across the rest of the field.

Both models were then run through this wind field without the initial bank angle to compare the two simulations.
The initial condition that most drives the results of this simulation is the altitude. As can be seen, by Figure 19, the
east-west blowing wind will introduce a non-trim condition in the form of some velocity in the y-direction, 𝑣. For this
set of analyses, the altitude was chosen to be 100m above ground level. This altitude allows for some y-direction wind to
affect the aircraft while also exploring the effects of the highest x-direction wind.

The trajectories plotted in Figures 20 and 21 show a much longer period of agreement before variation occurs.
The deviation from the trim condition seems to come in the form of rates. There is an agreement between the two

methods on the extent of these rates before eventually deviating enough from the design condition that the results diverge.
Large roll rates are predicted from both models, with the stability derivative model predicting more stable behavior.
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The roll angle follows the same trend in Figure 24. An initial increase is seen before the plot begins to oscillate.
The CVLM results show increasing oscillations in the negative roll angle direction while the stability derivative shows
smaller amplitude oscillations that trail in the positive roll angle direction. The pitch angle shows similar behavior in
Figure 25. A large initial pitch down for both models is predicted with growing, erratic oscillations shown.

VI. Conclusions
This paper applies aerodynamic modeling techniques to an aircraft that features the Prandtl Bell Spanload in an

attempt to recreate the proverse yaw concept indicated by the sign of 𝐶𝑁𝛿𝑎
. While this was shown to initially produce a

small amount of proverse yaw in a dynamic simulation, another term, 𝐶𝑁𝑝
, overshadows its effects on the dynamics,

negating any of the effects of the 𝐶𝑁𝛿𝑎
term. This huge dependency on a couple of terms was initially a surprise, leading

to the analysis conducted in this paper. With a CVLM implementation, the aerodynamic forces and moments can be
quickly calculated at any time step.

This analysis led to the implementation of two methodologies related to the prediction of the dynamics of the aircraft
with two different initial conditions. The first test was an initial bank angle. This presented as a condition of the range
linearized in the analysis, leading to the results eventually diverging, particularly in the roll and yaw axis. This presents
an example of a situation in which the stability derivative model would break down, given the large initial offset from
the linearization point. Since the CVLM does not depend on a specific point of linearization, the same effect is not seen
for these results. This did, however, show that the roll-yaw coupling that can be seen to plague the stability derivative
method is not as present within the CVLM, with much less divergent behavior predicted.

The second condition tested was through a generated wind field presenting heavy eastward wind. This was an
expansion related to testing of the differences between the two methods. Since the initial condition was left without
a bank angle, the initial behavior, near the trim condition, matches the models very well. The aircraft then starts to
become unstable due to the lack of pilot input to control the aircraft in the higher airspeed and much higher y-direction
velocity. Since this becomes an off-trim point, the aircraft can be seen to oscillate within both sets of results. However,
the stability derivative method does not seem to diverge to the same extent as the previous condition.

Future work related to this project would be the utilization of both methodologies in a simulation environment
similar to that discussed in Section III. The CVLM could be implemented to calculate the coupling effects at each time
step while the traditional stability derivative approach would be used for the other terms to retain the ability to model
nonlinear areas of the flight envelope, particularly stall. Since the plant model can be linearized over any range of
flight conditions, with user discretion due to errors related to the size of this range, there is more broad applicability to
this method. A hybrid approach would allow further testing related to this coupling effect as the CVLM would model
the coupling terms while the stability derivative approach could be used to take advantage of the ability to linearize
nonlinear regions of the plant model. This can then be used to estimate the aerodynamic forces and moments at each
time step to create a cohesive flight simulation.
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