g-Partitioning Valuations: Exploring the Space
Between Subadditive and Fractionally Subadditive
Valuations

Kiril Bangachev 2 4&
EECS Department, MIT, Cambridge, MA, USA

S. Matthew Weinberg &4
Department of Computer Science, Princeton University, NJ, USA

—— Abstract

For a set M of m elements, we define a decreasing chain of classes of normalized monotone-increasing
valuation functions from 2™ to R>¢, parameterized by an integer g € [2,m]. For a given ¢, we refer
to the class as g-partitioning. A valuation function is subadditive if and only if it is 2-partitioning,
and fractionally subadditive if and only if it is m-partitioning. Thus, our chain establishes an
interpolation between subadditive and fractionally subadditive valuations. We show that this
interpolation is smooth (g-partitioning valuations are “nearly” (¢ — 1)-partitioning in a precise
sense, Theorem 6), interpretable (the definition arises by analyzing the core of a cost-sharing game,
a la the Bondareva-Shapley Theorem for fractionally subadditive valuations, Section 3.1), and
non-trivial (the class of g-partitioning valuations is distinct for all ¢, Proposition 3).

For domains where provable separations exist between subadditive and fractionally subadditive,
we interpolate the stronger guarantees achievable for fractionally subadditive valuations to all

q € {2,...,m}. Two highlights are the following:
i) AnQ (lg’flfgg%)—competitive posted price mechanism for g-partitioning valuations. Note that this
matches asymptotically the state-of-the-art for both subadditive (¢ = 2) [22], and fractionally

subadditive (¢ = m) [32].

ii) Two upper-tail concentration inequalities on 1-Lipschitz, g-partitioning valuations over in-

dependent items. One extends the state-of-the-art for ¢ = m to ¢ < m, the other im-
proves the state-of-the-art for ¢ = 2 for ¢ > 2. Our concentration inequalities imply several
corollaries that interpolate between subadditive and fractionally subadditive, for example:
E[v(S)] < (14 1/log g)Median[v(S)] + O(log q). To prove this, we develop a new isoperimetric
inequality using Talagrand’s method of control by ¢ points, which may be of independent
interest.

We also discuss other probabilistic inequalities and game-theoretic applications of g-partitioning
valuations, and connections to subadditive MPH-k valuations [25].
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1 Introduction

1.1 Motivation

Functions of the form f : 2 — R are a fundamental object of study in the fields of
Algorithmic Game Theory and Combinatorial Optimization. For example, when M is a set
of items in an auction, f(S) could indicate the value that an agent obtains from receiving
the bundle S (see more about combinatorial auctions in [44, Chapter 11]). When M is a
set of agents, f(S) could indicate the cost that agents S need to pay in order to purchase a
given service together (see more about cost sharing in [44, Chapter 15]).

As set functions® are motivated by real world processes — auctions, cost sharing, and job
scheduling among others — the mathematical study of such functions usually assumes that
they satisfy certain natural properties. Throughout the paper, we assume that all valuations
satisfy the following two simple technical properties: they are monotone (f(S) < f(T)
whenever S C T') and normalized (f(#) = 0). Economic considerations give rise to more
complex conditions on set functions. For example, frequently imposed is the condition of
diminishing marginal values, also known as submodularity. Another condition motivated
by economics is complement-freeness in the values that an agent obtains from bundles of
items, which is also known as subadditivity. Finally, one could be interested in the existence
of prices which incentivize cooperation among agents when purchasing a given service; this
turns out to be equivalent to the fractionally subadditive property (see Section 3.1).2

In this paper, we focus our attention on fractionally subadditive and subadditive set
functions. Trivially, fractionally subadditive functions are a smaller class strictly contained
in the class of subadditive functions. Something stronger turns out to be true — Bhawalkar
and Roughgarden show the existence of subadditive functions which are very far from being
fractionally subadditive in a precise quantitative sense [6]. This difference between frac-
tionally subadditive and subadditive valuations is not purely theoretical and has important
implications. For example, in the context of combinatorial auctions, there exists a posted
price mechanism that gives a (1/2)-approximation to the optimal welfare when all players
have fractionally subadditive valuations [32], but the best known approximation ratio for
subadditive valuations is Q(m), where m is the number of items [22] (moreover, the [32]
framework providing a (1/2)-approximation for XOS provably cannot beat O(logm) for sub-
additive, and the [22] framework provably cannot beat O(loglogm)). A recent breakthrough
[13] established a constant-factor prophet inequality for subadditive valuations, but it is not
achieved via a posted-price mechanism. Similarly, in the context of concentration inequalities,
a fractionally subadditive valuation v has E[v]-subgaussian lower tails (see [52, Corollary
3.2]), but such a strong dimension-free concentration provably does not hold for subadditive
valuations (see [52, Section 4]).

We will use the terms set function and valuation interchangeably in the rest of the paper. This convention
is motivated by the setting of combinatorial auctions in which f(S) indicates the “value” of the subset
of items S.

In this paper, the terms “submodularity”, “fractional subadditivity”, and “subadditivity” imply mono-
tonicity and normalization.
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What if a set function is “somewhere in between being subadditive and being fractionally
subadditive”? On the one hand, as it is not fractionally subadditive, one cannot use the strong
guarantees of fractional subadditivity (such as in posted price mechanisms or subgaussian
concentration) when analyzing it. On the other hand, as the set function could be significantly
more structured than an arbitrary subadditive function, it is perhaps inefficient to simply
use the much weaker properties guaranteed by subadditivity (especially, those that provably
cannot be improved for all subadditive functions). Our goal in this paper is to fill this gap
by providing intermediate results for functions “in between being subadditive and being
fractionally subadditive” in instances where a separation between the (known) guarantees
for subadditive and XOS functions exists. This is a novel direction which complements the
growing literature on demonstrating a separation between the guarantees for subadditive
and XOS functions ([52, 6, 20] and others).

Explicitly, we define a chain of function classes that starts with fractionally subadditive
set functions and expands to subadditive set functions. Our goal is to understand how the
behaviour of these function classes changes along the chain. We focus on several setups in
which subadditive and fractionally subadditive valuations have received significant attention
in the literature, and in which provable separations already exist between subadditive
and fractionally subadditive valuations. That is, we focus on domains in which strong
claims known for fractionally subadditive valuations provably do not hold for all subadditive
valuations, and we seek to interpolate these results along our hierarchy.

1.2 Results Part I: Defining g-partitioning valuations

Our chain of classes is parametrized by a positive integer parameter ¢ ranging between ¢ = | M|
(which corresponds to the fractionally subadditive case) and ¢ = 2 (which corresponds to the
subadditive case). The number ¢ corresponds to the complexity of fractional covers under
which the valuation function is non-diminishing. We call the respective classes g-partitioning
and the resulting interpolation the partitioning interpolation. We give a formal definition in
Definition 2. We then establish that the partitioning interpolation satisfies several desirable
properties:
Interpretability: In Section 3.1, we present an economic interpretation of g-partitioning
via the core of a cost-sharing game a la the Bondareva-Shapley theorem which characterizes
fractionally subadditive valuations [7, 49] — See also [44, Theorem 15.6]. In slightly more
detail, say there is a service that can be acquired by set S of players if they together pay
¢(S). One can then ask, for any subset T' C [m] whether or not there exist non-negative
prices {p;}icr such that: a) > . ;. p; = ¢(T) (service is purchased for T') and b) for
all S C T, 3 ,cqpi < ¢(S) (noset S C T wishes to deviate and purchase the service
just for themselves). The Bondareva-Shapley theorem, applied to monotone normalizd
cost functions, states that such prices exist for all T' if and only if c(-) is fractionally
subadditive.
Consider instead modifying the game so that players are grouped into ¢ fully-cooperative
cities (that is, cities will always act as a coherent unit, and will act in the best interest of
the entire city). One can then ask, for any subset T' C [m] and any partitioning of T into ¢
cities T1, . . ., Ty, do there exist non-negative prices {p; };c[q such that: a) Zie[q] p; = (T)
(service is purchased for T') and b) for all S C [q], > ,cgPi < c¢(UiesT;) (no set S of cities
wishes to deviate and purchase the service just for themselves). Proposition 10 establishes
that such prices exist for all 7" and all partitionings of 7" into at most ¢ cities if and only
if ¢(+) is g-partitioning.

18:3
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Smoothness of The Interpolation: In Theorem 6, we show that our chain of classes
is smooth in the sense that every g-partitioning valuation is almost (g + 1)-partitioning.
Formally, Theorem 6 establishes that the class of g-partitioning valuations is (1—1/¢)-close
to the class of (¢ + 1)-partitioning valuations. We provide a formal definition of closeness
in Definition 5, but note briefly here that it is the natural extension of closeness to XOS
valuation functions from [6] extended to ¢ < m. Also, every g-partitioning valuation is
(¢ — 1)-partitioning. Thus, the classes are “smoothly expanding along the interpolation.”

Existence of Classes: In Proposition 3, we show that for each m = |M| and 2 < ¢ < m,
there exist g-partitioning valuations over M that are not (¢ + 1)-partitioning. In other
words, none of the m — 1 classes “collapses” to a lower level.

1.3 Results Part Il: Posted price mechanisms and concentration
inequalities

Our main results apply the partitioning interpolation to two canonical problems where
subadditive and fractionally subadditive valuations are provably “far apart.” Our main
results provide analyses that smoothly degrade from fractionally subadditive to subadditve
as ¢ decreases — this enables stronger guarantees for wide classes of structured subadditive
functions which (provably) cannot be obtained for all subadditive functions.

Posted Price Mechanisms. Posted price mechanisms are a core objective of study within
Algorithmic Game Theory, including multi-dimensional mechanism design [11], single-
dimensional mechanism design [53, 2], and the price of anarchy [32, 20]. Posted price
mechanisms list a price p; for each item ¢ € [m], then visit the bidders one at a time and offer
them to purchase any remaining set S of items at price ), ¢ p; (and these items become
unavailable for all future bidders). Of course, strategic players will pick the remaining set S
that maximizes v;(S) — >, cq Pi-

Of key importance to multiple of these agendas is the following basic question: to
what extent can posted price mechanisms optimize welfare in Bayesian settings? Specific-
ally, assume that each bidder ¢’s valuation function v;(-) is drawn independently from a
known distribution D; over valuations in some class V. The optimal expected welfare is
Eg x, D, [MaXpartitions 51 ,...,5, 12_; Vi(Si)}]. When strategic players participate in a posted-
price mechanism with prices p, some other partition of items is selected, guaranteeing some
other expected welfare. What is the maximum «(V) such that for all D = x;D; supported
on V, there exists a posted-price mechanism guaranteeing expected welfare at least an
a(V)-fraction of the optimal welfare? Besides being the main question of study in works such
as [32, 20, 22|, resolving this question has downstream implications for revenue-maximization
in multi-dimensional settings due to [10].

For the class of fractionally subadditive valuations, [32] establish a 1/2-approximation,
which also implies a 1/log,(m)-approximation for subadditive valuations. However, their
techniques provably cannot yield stronger guarantees for subadditive valuations [6, 20].
Recent breakthrough work of [22] designs a new framework for subadditive valuations that
yields an Q(1/log, log,(m))-approximation, but aspects of their framework also provably
cannot provide stronger guarantees. In this sense, there is a strong separation between
the state-of-the-art guarantees on posted price mechanisms for fractionally subadditive and
subadditive valuations (and also, there is a permanent separation between what can be
achieved within the aforementioned frameworks).
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Main Result I. Our first main result provides an Q(llg’gglfgggl )-competitive posted price

mechanism when all distributions are supported on g-partitioning valuations. This is stated
in Theorem 16.

Note that this guarantee matches both the constant factor approximation in the fractionally
subadditive case (setting ¢ = m) and the Q(m
g = 2) and interpolates between the two approximation factors when ¢ is in between. In
particular, note that this matches the state-of-the-art in both extremes, and matches the
best guarantees achievable by the [22] approach in both extremes.

) factor in the subadditive case (setting

Concentration Inequalities. Consider a function f, and a set S selected by randomly
including each item ¢ independently (not necessarily with the same probability). It is often
of interest to provide upper tail bounds on the distribution of f(S) compared to E[f(5)].
McDiarmid’s inequality is one such example when f is 1-Lipschitz.> When f(-) is subadditive
or fractionally subadditive, even stronger upper tail bounds are possible [52].

For example, if f is both 1-Lipschitz and subadditive, Schechtman’s inequality implies
that the probability that f(S) exceeds twice its median plus = decays exponentially in
x [48].* Importantly, Schechtman’s inequality provably cannot “kick in” arbitrarily close to
the median for all subadditive functions [52].

Main Result Il. Theorem 20 improves Schechtman’s inequality across the partitioning inter-
polation. In particular, our improvement implies that for all 1-Lipschitz and g-partitioning
f, the probability that f(S) exceeds 1+ O(1/log, q) times its median plus x decays expo-
nentially in . This is stated in Theorem 20 . In particular, Theorem 20 makes use of a new
isoperimetric inequality — Theorem 21 — that may be of independent interest.®

Similarly, if f is both 1-Lipschitz and fractionally subadditive, [52] establishes that f
is self-bounding. [8] establish “Chernoff-Bernstein-like” concentration inequalities on self-
bounding functions, which in particular imply that f(S) has E[f(S))]-subgaussian lower tails
and slightly weaker upper tails.® We again note that this strong guarantee provably does
not hold for all subadditive functions [52] — there is provably a separation between how well
subadditive and fractionally subadditive concentrate. Therefore, the purpose of our results
is to interpolate the stronger guarantees achievable for fractionally subadditive valuations
along our hierarchy.

Main Result I1l. Theorem 19 extends this across the partitioning interpolation. Specifically,
our result establishes that for all 1-Lipschitz and g-partitioning f, f(S) is ([m/q],0)-self
bounding, which implies by [43, 9] that f(S) has a [m/q] - E[f(S)]-subgaussian lower tail
and a slightly worse Bernstein-like upper tail.

3 f() is 1-Lipschitz if | f(S) — f(SU{i})| <1 for all S, 3.

4 Schechtman’s inequality is more general than this, but this is one common implication. See (2) for the
general statement.

Note that this result, and that of [48] applies in a more general setting where there is a collection

(<

of independent random variables X1,..., X, that parameterize a function f : 2[m _y R, which is
subadditive for all X. Like [52], we provide proofs in the canonical setting referenced in the text for
simplicity of exposition.

A random variable X is o2-subgaussian if the following inequality holds. The log-moment generating
function defined by 9 x (\) := log E[exp(A(X — E[X]))] exists for all real numbers A and, furthermore,

satisfies Y x (\) < >‘22°2 . Tt is well known that if X is o-subgaussian, then P[X > E[X]+1] < exp(—#)

and P[X < E[X] — 1] < exp(—£Z).

18:5
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It is worth noting that [48], based on Talagrand’s method of control by ¢ points, is the
state-of-the-art for concentration of subadditive functions, while [52], based on the method
of self-bounding functions [8, 43, 9], is state-of-the-art for fractionally subadditive functions.
Our main results extend both across the partitioning interpolation, but neither of the two
approaches yields “tight” results at both ends — our extension of [48] gives sharper results for
small ¢, and our extension of [52] gives sharper results for larger ¢q. This is to be expected,
as the two methods are genuinely distinct.

1.4 Related Work and Connection to Subadditive MPH-k

Hierarchies of Valuation Functions. Prior to our work, there has been significant interest in
exploring the space of valuation functions with parameterized complementarities [1, 28, 30, 31,
33, 34, 24]. That is, the simplest level of the hierarchy is (fractionally) subadditive valuations,
the second level of the hierarchy already contains functions that are not subadditive, and
the final level of the hierarchy contains all monotone functions. These works are distinct
from ours in that they explore the space between (fractionally) subadditive valuations and
arbitrary monotone valuations, whereas our work explores the space between fractionally
subadditive and subadditive valuations.

To the best of our knowledge, the only prior work exploring the space between fractionally
subadditive and subadditive valuations is [25]. Their main results concern the communication
complexity of two-player combinatorial auctions for subadditive valuations, but they also
provide improved parameterized guarantees for valuations that are subadditive and also
MPH-k [28]. A detailed comparison to our work is therefore merited:

The partitioning interpolation follows from a first-principles definition (Section 3.1). On

the other hand, the MPH hierarchy explores the space between fractionally subadditive

and arbitrary monotone valuations, and [25] restrict attention to the portion of this space
that is also subadditive.

Our main results consider posted price mechanisms and concentration inequalities, neither

of which are studied in [25]. [25] study the communication complexity of combinatorial

auctions (where the gap between fractionally subadditive and subadditive is only constant),
which is not studied in our work.

We show (Proposition 14) that all g-partitioning valuations are also MPH-[m/q]. There-

fore, we can conclude a (1/2 + 1/log,([m/q]))-approximation algorithm for two-player

combinatorial auctions with g-partitioning valuations using [25] (this is the only result of
their paper concerning functions between fractionally subadditive and subadditive).

We further show that ¢-partitioning admits a dual definition (Definition 13, similar to the

duality between XOS and fractionally subadditive). A particular feasible dual solution

implies a witness that g-partitioning valuations are MPH-[m/q]. This suggests that our
dual definition is perhaps “the right” modification of subadditive MPH-k so that a dual
definition exists.

Posted price mechanisms. Posted price mechanisms are a core object of study within
Algorithmic Game Theory. Variants of posted price mechanisms achieve state-of-the-art
guarantees for wide ranges of combinatorial auctions [3, 17]. Posted price mechanisms
are strongly obviously strategyproof [42, 45]. Posted price mechanisms have also been
used in Bayesian settings to study the price of anarchy for welfare [32, 20, 22|, revenue
maximization in multi-dimensional settings [11, 40, 12, 10], and revenue maximization in
single-dimensional settings [53, 2, 36, 38, 39, 37]. Most relevant to our work is the study
of posted price mechanisms in Bayesian settings for welfare, where the state-of-the-art is a



K. Bangachev and S. M. Weinberg

(1/2)-approximation for fractionally subadditive valuations [32], and a (1/log, logs(m))-
approximation for subadditive valuations [22]. These results further imply approximation
guarantees of the same asymptotics for multi-dimensional mechanism design via [10], and it
is considered a major open problem whether improved guarantees are possible for subadditive
valuations. Our work provide improved guarantees across the partitioning interpolation (of
Q(log, log,(q)/logs logs(m))), which matches the state-of-the-art at both endpoints (and
moreover, is provably tight at both endpoints for the approach of [22]). We also briefly note
that recent work of [13] provides an O(1) prophet inequality for online Bayesian combinatorial
auctions, but not a posted-price mechanism, so their breakthrough is orthogonal to our work.

Concentration Inequalities. Concentration inequalities on functions of independent random
variables are a core tool across many branches of Computer Science. For example, they
are widely used in Bayesian mechanism design [47, 12, 10, 41], learning theory [4, 35], and
discrete optimization [26]. Vondak’s wonderful note on concentration inequalities of this form
gives the state-of-the-art when f is fractionally subadditive and subadditive, and mentions
other applications [52]. Our results extend both the state-of-the-art for subadditive and
fractionally subadditive across the partitioning interpolation. In addition, we provide a new
isoperimetric inequality based on Talagrand’s method of control by ¢ points.

1.5 Summary and Roadmap

Section 2 immediately follows with formal definitions. Section 3 defines the partitioning

interpolation, and provides several basic properties (including an interpretation via cost-

loglog g )_
loglogm

approximate posted-price mechanism for g-partitioning valuations. Section 5 overviews our
main results on concentration inequalities. Section 6 concludes. Recall that the purpose of
our results in Section 4 and Section 5 are to consider domains where provable separations
already exist between subadditive and fractionally subadditive valuation functions, and to
extend the stronger guarantees achievable for fractionally subadditive valuations along our
hierarchy. The full version contains all omitted proofs [5].

sharing, and a dual formulation). Section 4 overviews our first main result: an (

2 Preliminaries

Throughout the entire paper, we assume that valuations f : 2 — RY are normalized,
meaning that f(0) = 0, and increasing monotone, meaning that f(S) < f(T') whenever
SCT.

Standard Valuation Classes. A valuation function f is subadditive (also known as comple-
ment free and denoted CF) if for all S, T, f(SUT) < f(S)+ f(T). f is XOS if there exists a
collection A of non-negative additive functions” such that for all S, f(S) = max,c4{v(5)}.
f is fractionally subadditive if for any S and any fractional cover «(-) such that for all j € S
Yors;(T) > 1and oT) > 0 for all T, it holds that f(S) < > 7 a(T)f(T). It is well-known
that f is XOS if and only if it is fractionally subadditive via LP duality [27].

7 A valuation function v is non-negative additive if for all S, v(S) = Zies v({i}), where v({i}) > 0 holds
for all 4.
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PH-k, MPH-k, and Subadditive MPH-k valuations. Maximum over Positive
Hypergraph-k valuations, in short MPH-k, were introduced in [28]. Since then, they have
been studied in various different contexts such as communication complexity of combinatorial
auctions [25] and posted price mechanisms [32]. One motivation behind MPH-k valuations
is to construct a hierarchy of valuation classes (starting with XOS) by replacing additive
valuations with a richer class of valuations parameterized by k. Specifically:

» Definition 1. A valuation v : 2™ —» R>q is:
1. PH-k if there exist non-negative weights w(E) for subsets E C [m], |E| < k, such that
for all S C [m]: v(S) = Z w(T).
TCS : |T|<k
2. MPH-k if there exists a set of PH-k valuations A such that v(S) = max a(S) for all
S C [m].
3. Subadditive MPH-k (CFMPH-k) if v is simultaneously subadditive and MPH-k.

Note that PH-1 valuations are exactly the class of additive valuations, so the class of
MPH-1 valuations is exactly the class of XOS valuations. Note also that PH-2 valuations
need not be subadditive (and therefore, MPH-2 valuations need not be subadditive either).
MPH-m contains all monotone valuation functions, and all subadditive functions are MPH-
m/2 [25]. We establish a connection between ¢-partitioning valuations and valuations that
are MPH-[m/q] and subadditive in Proposition 14.

3 The Partitioning Interpolation

Here, we present our main definition. We give its more intuitive “primal form” as the main
definition, and establish a “dual form” in Section 3.2.

» Definition 2. Let ¢ € [2,m] be an integer. A waluation v : 2I™ — Rsq satisfies the
g-partitioning property if for any S C [m] and any partition (S1,S2,...,S¢) of S into q
(possibly empty) disjoint parts, and any fractional covering a of [q] (that is, any non-negative
a(:) such that for all j € [q], > p; (T) > 1):

v(S) < Z o(T) - v (UjerS;) -

TCq)
We refer to the class of g-partitioning valuations over [m] as Q(q, [m]).

The intuition behind our definition is that ¢ captures the complexity of non-negative
fractional covers under which the value of v(-) is non-diminishing. Subadditive valuations
are only non-diminishing under very simple covers (covering SUT by S and T'), while XOS
valuations are non-diminishing under arbitrarily complex fractional covers. The parameter
q captures the desired complexity in between. We now establish a few basic properties of
g-partitioning valuations.

We begin with the following nearly-trivial observations: First, for any fixed ¢ and m,
the class Q(g, [m]) is closed under conic combinations.® This has implications for oblivious
rounding of linear relaxations [29]. Furthermore, for any fixed ¢ and m, the class Q(q, [m]) is
closed under taking pointwise suprema, which means that one can use the “lower envelope
technique” when approximating functions by g-partitioning functions [28, Section 3.1].

8 That is, Q(q, [m]) is closed under linear combinations with non-negative coefficients.
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Now, we establish the three promised properties from Section 1. We begin by confirming
that indeed the partitioning interpolation interpolates between fractionally subadditive and
subadditive valuations.

» Proposition 3. For all m, the following relations between classes of q-Partitioning valu-
ations hold: XOS([m]) = Q(m,[m]) C Q(m —1,m]) C------ C 9(2,[m]) = CF([m]).

=

We provide a complete proof of Proposition 3 in the full version. It is reasonably
straight-forward to see that XOS([m]) = Q(m,[m]), and that Q(2,[m]) = CF([m]). It is
also straightforward to see the inclusions in the chain (any partition with ¢ parts is also a
partition with ¢ 4+ 1 by adding an empty partition). We show that each inclusion is strict via
the following proposition, whose complete proof appears in the full version [5].

» Proposition 4. Consider a valuation v over [m] such that v(S) = 1 whenever1 < |S| < m—1

and v(P) = 0. The largest value v([m]) for which v is q-partitioning is 5.

We now show that Q(q,[m]) is close to Q(q¢ + 1,[m]) in a precise sense. Note that
Definition 5 applied to ¢ = m is exactly the notion of closeness used in [6].

» Definition 5. Suppose that 0 < v < 1. A class of valuations G over [m] is vy-close to the
class Q(q,[m]) if for any g € G, any S C [m], any partition (S1,S2,...,S,) of S into q parts,
and any fractional cover « of [q], it is the case that

> amg(l Si) = v9(S8).

TCq] i€l

We will see a further interpretation of Definition 5 in Proposition 11. For now, we simply
present the following “smoothness” claim.

» Theorem 6. QO(q, [m]) is qgl -close to Q(q+ 1,[m]).

The proof of Theorem 6 appears in tehfull version [5]. Finally, we provide our first-
principles definition of g-partitioning via a cost-sharing game. This aspect is more involved,
so we overview the setup in Section 3.1.

3.1 Interpretation in Cost Sharing
3.1.1 Recap: characterizing XOS via cost-sharing

Consider a set [m] of players who are interested in receiving some service. There is a cost
for this service described by a monotone increasing normalized cost function ¢ : 2" — R.
Here, ¢(S) is the cost that players S need to pay together so that each of them receives the
service. A natural question to ask is: When is it the case that one can allocate the cost of the
service between the community such that no subset of players T C [m] is better off by forming
a coalition and receiving the service on their own? Formally, this question asks whether
the core of the game is nonempty. The core is the set of all non-negative cost-allocation
vectors p = (p1,p2, ..., pm) that satisfy }-,copi < ¢(S) VS C [m], and 3, (. pi = c([m])
[44, Definition 15.3]. We'll refer to the game parameterized by cost function c(-) restricted to
players in S as GAME(c, S). This question is answered by the Bondareva-Shapley Theorem
(see [44, Theorem 15.6]). Applied to monotone normalized cost functions c, it states:

» Theorem 7 ([7, 49]). The core GAME(c,[m]) is non-empty if and only if for any non-
negative fractional cover o of [m] it is the case that 3 gc(,, (S)c(S) = c([m]).
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An immediate generalization of this theorem, which appears in [27, Section 1.1], is:

» Theorem 8. The core of GAME(c, S) is non-empty for all S if and only if ¢ is fractionally
subadditive.

An interpretation of the above statement is the following. No matter what subset S C [m]
of players are interested in the service, we can always design a cost allocation vector (which
vector can depend on S) such that all players in S are better off by purchasing the service
together rather than deviating and forming coalitions. Since finding cores might be impossible
(unless ¢ is fractionally subadditive), the following relaxation of a core appears in coalitional
game theory literature. A non-negative vector p is in the ~y-core of the game if and only if
it satisfies >, g pi < ¢(S) VS C [m], and ye([m]) < 32 cp, pi < c([m]) [44, Definition 15.7].
Again, one has equivalent statements to Theorems 7 and 8 using a y-core. We only state the
analogous statement for Theorem 8:

» Theorem 9. The -core of GAME(c, S) is non-empty for all S if and only if ¢ is y-close
to XOS.

3.1.2 g-partitioning via cost-sharing

Consider instead a partition of players into ¢ (possibly empty) cities Si,...,S,. We think of
each city as a fully-cooperative entity that takes a single action.” The question of interest is
whether citycore(S1, Sa,...,S,) of the game is non-empty. citycore(S1,Ss,...,Sy) is the set
of non-negative cost-allocation vectors p = (p1,p2, .. .,pq) that satisfy >, pi < e(U;cr Si)
for all T C [q], and >, pi = c(U;¢|q Si)- Note that a vector in the citycore will incentivize
cooperation as each subset of cities needs to pay at least as much if they choose to form a
coalition. We parallel the theorems in the previous section with the following propositions.
We’ll refer to the above game as GAME(c, S, S1,...,S,) when the normalized monotone cost
function is ¢, players in S are participating, and they are partitioned into cities Si,...,Sy.

» Proposition 10. The citycore of GAME(c, S, S1,...,S,) is non-empty for all S, S1,...,5,
if and only if ¢ is q-partitioning.

Again, the interpretation is simple. No matter which people are interested in the service
and how they are distributed between cities, we can design a cost allocation vector such that
all cities are better off by purchasing the service together rather than forming coalitions.
Finally, one can also relax the concept of a citycore to a ~-citycore as follows. This is
the set of non-negative cost-allocation vectors p = (p1,p2,...,pq) that satisfy >, p; <
c(User 90) VT C [q], and ve(U,gpq 5i) < Xiejq Pi < c(Uje(q Si)- We can then also conclude:

» Proposition 11. The «y-citycore of GAME(c, S, S1, ..., Sq) is non-empty for all S, S1,...,5,
if and only if ¢ is y-close to g-partitioning.

3.2 The Dual Definition and Relation to MPH Hierarchy

Finally, we provide a dual view of the g-partitioning property (as in XOS vs. fractionally
subadditive), and relate g-partitioning to valuations that are MPH-[m/q]. First, we observe
that the g-partitioning property can be reinterpreted as a claim about a linear program,
opening the possibility of a dual definition.

9 Perhaps the city has an elected official that acts on behalf of the city’s welfare, or perhaps the city’s
members have built enough trust that they can perfectly profit-share any gains the city gets.
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» Observation 12. A wvaluation function f is q-partitioning if and only if for all S and all
partitions (S1,...,Sq) of S into q (possibly empty) disjoint parts, the value of the following
LP is v(9):1°

mlnz USi)-aT

TClq) €T
Za(T)zl vj € [q],
o(T) >0 VT C g (1)

The proof of Observation 12 is fairly immediate by observing that feasible solutions to
the LP are exactly fractional covers, and that the objective function is exactly the bound
on v(S) implied by that fractional cover. We now state a “dual” definition of g-partitioning
valuations. The equivalence with Definition 2 is a simple application of linear programming,
which we present in the full version [5].

» Definition 13. Let 2 < ¢ < m be integers. A valuation v : 2" — R>o satisfies the
dual g-partitioning property if for any S C [m] and any partition (Si,S2,...,Sy) of S into ¢
disjoint parts, the following linear program has value at least v(S) :

max Z Dj, S-t.

J€ld]

> pi<o(lJS) vrcldgl,

JeT JjeT

pj >0 Vjelql. (Dual Definition)

This dual definition allows us to establish the useful relationship between the partitioning
and MPH hierarchies given in Proposition 14.

» Proposition 14. A wvaluation over [m] satisfying the q-partitioning property is MPH—[%]
and subadditive.

Proof. To prove this statement, for each S C [m], we will create a clause w® containing
hyperedges of size at most (%1, which takes value v(S) at S and for any T # S, w® (T) < v(9).
This will be clearly enough as we can take the maximum over clauses w®. Take an arbitrary
set S and partition it into ¢ subsets S1,.S2, ..., 9, of almost equal size such that each subset
has at most (%1 elements. We will construct a clause of the form

wS:(SI:plv SQ:p27 L) Sq:pq)a

where p; is the weight of set S; for each i. Note that the weights p1, ps, ..., p, must satisfy

Zpi =v(5)
Y pi<o(lS)VIcd
i€l icl
p; > 0Ve G[qy

The existence of such weights is guaranteed by Definition 13, which completes the proof. <

10 Below, the variables are a(T') for all T C [g].
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» Remark 15. It should be noted that the converse statement does not hold true if ¢ & {2, m}.
Let k = [*2]. The valuation v(S) := max ((‘i‘) L (7,?)) over [m] is MPH-k and subadditive.

’2
However, it is simple to show that it is not g-partitioning. Split [m] into ¢ sets of almost
equal size S1, S, ...,S, and consider the fractional cover o over [g] assigning weight q_% to
all subsets of [g] of size ¢ — 1. A simple calculation shows that v and « do not satisfy the

g-partitioning property.

4 Main Result |I: Posted Price Mechanisms

We consider the setup of [32]. Namely, there are n buyers interested in a set of items [m]. The
buyers’ valuations come from a product distribution D = Dy X Dy - - - X D,,, known to the seller.
The optimal expected welfare is then OPT(D) := Eg.p[maxpartitions S1,...,5, {2 ey Vi (Si) -
The goal of the seller is to fix prices p1, ..., pm so that the following procedure guarantees
welfare at least ¢ - OPT in expectation:

Let A denote the set of available items. Initially A = [m].

Visit the buyers one at a time in adversarial order. When visiting buyer i, they will

purchase the set S; := argmaxgca{vi(S) — >_,cg i}, and update A := A\ S;.

» Theorem 16. When all agents have q-partitioning valuations, there exists a Q(ll(?gl%)—
competitive posted price mechanism.'t

Note that this result matches asymptotically the best known competitive ratios for XOS
(when ¢ = m, a constant ratio mechanism was proven in [32]) and CF valuations (when
qg=2,a Q(m)—compctitivc posted price mechanism was proven in [22]) and interpolates
smoothly when ¢ is in between.

Like [22], we first give a proof in the case when each D; is a point-mass, as this captures
the key ideas. A complete proof in the general case appears in the full version [5].

Our proof will follow the same framework as [22]. To this end, let p € [0,1] be a real
number. Denote by A(p) the set of distributions over 2™ such that Pg. s[i € S] < p holds

for all A € A(p) and all i € [m]. The framework of [22] establishes the following:

» Lemma 17 ([22, Eq. (6)]). A4 class of monotone valuations G over [m] is given. If for any
v € G, there exists a real number p € [0, 1] (possibly depending on v), such that

max min E v(S\T)] > a x v([m]),
e min B o S\T)] > ax of(m)

there exists an a-competitive posted price mechanism when all players have valuations in G.

[22] then show that when G is the class of all subadditive functions, such a p exists for

a@ = O(==1t-—), but no better. In the rest of this section, we will show that when G is the
loglogm

set of g-partitioning valuations, the conditions of Lemma 17 hold with o = Q (%). It
is clear that (the deterministic case of) Theorem 16 follows immediately from Lemma 17 and
Proposition 18. It is worth noting that, while we leverage Lemma 17 exactly as in [22], the

proof of Proposition 18 for general ¢ is quite novel in comparison to the ¢ = 2 (subadditive).

» Proposition 18. Let v € Q(q, [m]). Then there exists a real number p € [0, 1] such that:

) loglog g
E JuS\T)] > Q| ——— .
Jax min Bsere, [v(S\T)] = (bgbgm x v([ml)

1 Unless explicitly indicated, logarithms have base 2 throughout the rest of this section.
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Proof. Denote

= in E S\T = E S
(p) Jnax min sexTplv(S\T)],  f(p) Jnax sea[v(9)],

and let AP be a maximizing distribution in arg maxyea ) Esea[v(S5)].

Without loss of generality, assume that ¢ is a perfect power of 2, i.e. ¢ = 2" (we can always
decrease ¢ to a power of 2 without changing the asymptotics of ( %)). Now, fix some
pE (07 1—16] . We will show that g(p) > % (f(p) — f(pg)) . The first step is the obvious bound

> min Egc S\T)],
o(p) = min Bscnrc,lo(S\T)
which follows from the fact that we can choose A = AP. Now, we bound Eg. xr 7, [v(S\T)].
Fix a distribution u. Let S be drawn according to AP and 73,75, ..., T, be r independent
sets drawn according to p. Then,

T

> Lu(s\Ty)

i=1

E[u(S\T)] = E

Now, we will use the g-partitioning property. Note that the sets 11,75 ...,T, define a
partitioning of S into 2" = ¢ subsets. That is, for any ¥ € {0,1}", we can define

Szg={j€eS: jeT; forv,=1and j&T, for v; =0}. (Partitioning with r sets)
According to this partitioning, define Ag, A1, Ao, ..., A, as follows:

Ay ={j €S : jbelongs to exactly ¢ of the sets T;} = U Sz.

71T o=t
Then, by the g-partitioning property, we know that
8
— (W(S\T1) + 0(S\T2) + -+ +v(S\T;)) + v( U 45) = v(9).

. 7
iz

Indeed, that is the case for the following reason. If ¥ is such that 177 < %’“, then Sy
belongs to at least » — 174 > g of the sets S\Tj, so it is “fractionally covered” by the term
8 (w(S\T1) 4+ v(S\T3) + - - - + v(S\T})) . If, on the other hand, @ is such that 177 > I then
it is fractionally covered by the term v({J;s = 4;).
=3
Now, let A ={J;5 2 A;. We claim that each element j € [m] belongs to A with probability
=3

at most p"/? (over the randomness in drawing S < AP and T1, ..., T} < u, then defining A

as above). To prove this, we will use the classical Chernoff bound as follows. Let Y; be the

indicator that j € T;. Then, P[Y; = 1] < p, so E[>_/_, ¥;] < rp. On the other hand, j is in A

if and only if >°!_,Y; > %r. Now, let § = é — 1 and let i = rp. Then, by Chernoff bound,
Y Yz p(l+9)

. 7 ( el >#
g Y; > -r <\ —
iZ = 149
8 — (1+6)1+

i1
g ol 4o TP_ 8ep 5 s
“\@+o+e ) 7 =P

P <P
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where the last inequality follows since p < % All of this together shows that

> min Ege S\T)] >
9(p) = hin Esex Teu[v(S\T)] >

Blu(S)] - SElo(4)] >

co| —

= B(s\T) >

where the last inequality holds as each element appears in A with probability at most p™/2.
Using the same telescoping trick as in [22], we can reach the conclusion. The details are in
the full version [5]. <

5 Main Result II: Concentration Inequalities

In this section, we present our concentration inequalities for the partitioning interpolation.
We begin by overviewing our results and their context in further detail, highlighting some
proofs. We provide complete proofs in the subsequent section and the full version [5]. .

[52] establishes that when v is XOS, the random variable v(S) has E[v(S)]-subgaussian
lower tails. The proof follows by establishing that 1-Lipschitz XOS functions of independent
random variables are self bounding, and applying a concentration inequality of [8]. We
begin by showing that 1-Lipschitz g-partitioning functions are ([m/q], 0)-self bounding, and
applying a concentration inequality of [43, 9] to yield the following:

» Theorem 19. Any 1-Lipschitz q-partitioning valuation v over [m] satisfies the following
inequalities

1 t2
Pv(S) < E[v(S)] —t] < exp <2 X WW) forE[Z] >t >0.

We prove Theorem 19 in the full version [5]. Theorem 19 matches [52] at ¢ = m, and
provides non-trivial tail bounds for ¢ = w(1). One should note, however, the the above
inequality is useless when ¢ is constant, as it only implies O(mE[v(S)])-subgaussian behaviour,
but it is well known that any 1-Lipschitz set function is m-subgaussian via McDiarmid’s
inequality. Our next inequality considers an alternate approach, based on state-of-the-
art concentration inequalities for subadditve functions. [48] proves'? that whenever v is
normalized 1-Lipschitz subadditive, the following inequality holds for any real numbers
a >0,k >0, and integer q > 2,

P[u(S) > qa+ k] < ¢ FP[v(S) < a] % (2)

In particular, setting a = Med[v(5)], ¢ = 2, and integrating over k = 0 to oo allows one to
conclude the bound E[v(5)] < 2Med[v(S)] + O(1), which has proven useful, for example in
[47]. While this inequality establishes a very rapid exponential decay, the decay only begins at

12 Schechtman actually considers the non-normalized case and proves that P[v(S) > (¢4 1)a + k] <

¢ *P[v(S) < a]~9, but reducing the factor from g+ 1 to ¢ in the normalized case is a trivial modification
of the proof. It follows, in particular, from our Theorem 20.
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2a as we need ¢ > 2.13 What if we seek an upper tail bound of the form P[v(S) > 1.1a+k] or,
even more strongly, something of the form P[v(S) > (14 0,,(1))a + k]? Our next inequality
accomplishes this:

» Theorem 20. Suppose that v € Q(q,[m]), and S C [m] is a random set in which each
element appears independently. Then the following inequality holds for any a > 0,k > 0, and
integers 1 < s < r <log,q.

P [u(S) > Za+k| < (g)_kP[v(S) <al”

3

The interesting extension for g-partitioning valuations via Theorem 20 is that one may take
s =logy q — 1,7 = log, q. From here, for example, one can again take a to be the median of
v(S), and integrate from k = 0 to co to conclude that E[v(S)] < (1 + O(loéq))Med[v(S)} +
O(log ). In the very special case of ¢ = m, we can also replace = with any real 146 > 0 and
obtain the E[v(S)] < Med[v(S)] + O(v/Med[v(S)]), which is the same extremely strong
relationship implied by the E[v(S)]-subgaussian behaviour. We prove these simple corollaries
of Theorem 20 in the full version [5] and now proceed to a proof of Theorem 20. To do so,

we need to make a detour and generalize Talagrand’s method of “control by g-points”.

5.1 A Probabilistic Detour: A New Isoperimetric Concentration
Inequality

Suppose that we have a product probability space 2 = vazl Q; with product probability
measure P. Throughout, in order to highlight our new techniques instead of dealing with
issues of measurability, we will assume that the probability spaces are discrete and are
equipped with the discrete sigma algebra. These conditions are not necessary and can be
significantly relaxed (see [51, Section 2.1]).

For ¢ + 1 points'* y',92,...,y%, = in Q, and an integer 1 < s < ¢, we define

Pyt y? . yha) =

Hz € [N] : x; appears less than s times in the multiset {y;,yZ,...,y! }‘ (3)
Using this definition, one can extend f* to subsets A, A, As, ..., A, of Q as follows
[5(Ar, Aoy Agy) = 1inf{ 5 (v, 0%, . y% ) oyt € A Vil

When A = Ay, Ay, ..., Ay, the function f°(A1, As,. .., Ay; x) intuitively defines a “distance”
from z to A.1® The definition of the function f* is motivated by and generalizes previous
work of Talagrand [51, 50]. Our main technical result, the proof of which can be found in the
full version [5], is the following. In it, Ay, Ao, ..., A, are fixed while z is random, distributed
according to P, which is the aforementioned product distribution over 2.

13 Recall that this is necessary, and not just an artifact of the proof — an example is given in [52].

141n the current section, we will reserve the letter “¢” to indicate the number of points yl,y2, AR
While this choice might seem unnatural given that the current paper is all about “g-Partitioning” and
“q” already has a different meaning, we have chosen to stick to Talagrand’s notation. The reason is that
the probabilistic approach we use is already known as “control by ¢ points” in literature [51, Section 3].

15This interpretation of f° as a “distance” is what motivates the name “isoperimetric inequality” [51].
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» Theorem 21. Suppose that o > % is a real number and t(ay, q, s) is the larger root of the
equation t + aqt~as = ag + 1. Then, Jo tla, q,5)f (AvAzemdaa) P (z) < W.

i=1 K
q

In particular, setting A1 =As =---=A,=4,a= %,t = 1, we obtain

—k q
Pf*(A,A,... , Aix) > K] < (ﬁ) Pl e A%
—— S
q
Given Theorem 21, the proof of Theorem 20 is rather simple. It is given in the full version

[5]. Here, we only mention that it again relies on (Partitioning with r sets).

6 Conclusion

We introduce the partitioning interpolation to interpolate between fractionally subadditive
and subadditive valuations. We provide an interpretation of the definition via a cost-sharing
game (as in [7, 49] for fractionally subadditive), and also show a relation to the subadditive
MPH-£ hierarchy via a dual definition. We apply our definition in canonical domains (posted
price mechanisms and concentration inequalities) where the fractionally subadditive and
subadditive valuations are already known to be provably “far apart”, and use the partitioning
interpolation to interpolate between them. One technical nugget worth highlighting is
Equation (Partitioning with r sets), which appears in both Proposition 18 and Theorem 20.

Precise closeness of Q(g, [m]) to Q(q’,[m]). We establish that Q(q, [m]) is q%ql—close to

q2
close to Q(g+1, [m]) for any € > 0. It is interesting to understand what valuations in Q(g, [m])
are furthest from Q(q + 1,[m]) (and how far they are).

Similarly, it is interesting to understand for which 3, the class Q(q,[m]) pointwise (-
approximates Q(q + 1, [m]).16 Interestingly, a function is S-close to XOS if and only if it
is pointwise S-approximated by XOS. But, it is not clear whether these two properties are
identical for g # m. Determining the precise relationship between the two properties is itself
interesting. We note that one direction is easy. For any ¢, being pointwise S-approximated
by Q(g, [m]) implies being S-close to Q(g, [m]). Open is whether the converse is true.

We also note that [6] resolves asymptotically the closeness of Q(2,[m]) to Q(m,[m]) at
©(1/logm). In the full version [5], we show that simple modifications of their arguments
imply that Q(2,[m]) is ©(1/log q)-close to Q(q, [m]) for any g.

Q(g+1,[m]). In the full version [5], we show g-partitioning valuations that are not (th + 6)—

Constructing “hard” g-Partitioning valuations. Our two main results, Theorems 16 and 20,
both establish the existence of desirable properties for g-partitioning valuations. However, to
demonstrate tightness, one would need “hard” constructions of g-partitioning valuations that
are not (g + 1)-partitioning (recall that we have given constructions of valuation functions in
9(q, [m])\ Q(g+1,[m]), but they are not “hard”). It does not appear at all straightforward to
adapt constructions of “hard” valuations that are subadditive but not fractionally subadditive
(e.g. [6]) to create a valuation function in Q(q, [m])\ Q(¢+1, [m]). Indeed, there is no previous
construction of valuations that are subadditive MPH-k but not subadditive MPH-(k — 1)
(even without restricting to “hard” constructions). Constructing such functions (for which,
e.g., the arguments made in Sections 4 and 5 are tight) is therefore an important open
direction.

16 See [15] for a formal definition of pointwise S-approximation.
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Applications in Algorithmic Game Theory. Guarantees of posted-price mechanisms are
perhaps the most notable domain within algorithmic game theory where fractionally subad-
ditive and subadditive functions are far apart. Still, there are other settings where they are
separated. For example, in best-response dynamics in combinatorial auctions, a dynamics

leading to a constant fraction of the optimal welfare exists in the fractionally subadditive

loglogm
logm

also constant-factor gaps between approximations achievable in polynomial communication

complexity for combinatorial auctions [16, 27, 25], and for the price of anarchy of simple auc-
tions [46]. Note that in the context of communication complexity of combinatorial auctions,
Proposition 14 combined with the results for two players in [25] already imply improved
communication protocols across the interpolation, but no lower bounds stronger than what
can be inherited from fractionally subadditive valuations are known. Relevant is also the
recent line of work on algorithmic contract theory [18, 19, 23].

case, but there is a O( ) impossibility result in the subadditive case [21]. There are

Concentration Inequalities. In the proof of Theorem 21, we have followed the approach of
Talagrand in [50]. Dembo provides an alternative proof of the special case of this theorem
for s = 1 using a more systematic approach for proving isoperimetry based on information
inequalities in [14]. It is interesting to understand to what extent the inequality in Theorem 21
can be recovered using the information inequalities framework in [14]. Moreover, the state-of-
the-art provides two different approaches to concentration inequalities at the two extremes
of the partitioning interpolation. It is important to understand the (asymptotically) optimal
tail bounds across the partitioning interpolation, and it is interesting to understand whether
there is a unified approach that yields (asymptotically) optimal tail bounds across a broad
range of {2,...,m}.
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