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language processing (NLP) (Chowdhary, 2020) and deep learning, have opened new possibilities for automating the 
interpretation and application of standards. Large Language Models (LLMs) (Naveed, 2023), such as those used in 
conversational artificial intelligence (AI), have demonstrated the potential to provide domain-specific insights, 
automated reasoning, and personalized support. These capabilities make them a suitable candidate to explore AI-
enabled support mechanisms for improving compliance support within the MBSE framework.  

   This paper introduces the "Dynamic Standards Compliance Assistant for MBSE (DySCASE)," an intelligent 
interactive tool designed to facilitate real-time interpretation and compliance with MBSE standards, ultimately aiding 
systems engineers in their day-to-day tasks. DySCASE leverages these AI advancements intending to provide systems 
engineers with real-time backing that is adaptive to the needs of specific projects. Many systems engineers rely heavily 
on manual interpretation or external expertise to understand and apply MBSE standards. To address these challenges, 
DySCASE aims to improve the accessibility and understanding of MBSE standards, ultimately allowing engineers to 
focus more on design and innovation rather than spending excessive time on compliance-related activities. In the 
current state of development, DyCASE offers context-aware support for compliance with MBSE standards*( e.g., 
ISO/IEC/IEEE15288). The assistant can provide guidance and automate documentation. By utilizing advanced 
language models and Retrieval-Augmented Generation (RAG) (Lewis, 2020), the assistant aims to simplify the 
application of standards and boost the productivity of systems engineers. 

2. A Brief Review of AI and MBSE Landscape 

   This section provides an overview of the significant research and advancements in the application of Generative AI 
(GenAI) and Artificial Intelligence (AI) within the fields of Model-Based Systems Engineering (MBSE) and Systems 
Engineering (SE). Over recent years, there has been growing interest in leveraging AI-driven methods to enhance the 
efficiency, accuracy, and adaptability of MBSE and SE processes. Key focus areas have included automated model 
generation, intelligent requirement analysis, and adaptive decision-making tools, which aim to streamline these fields' 
traditionally complex and data-intensive processes. Furthermore, the integration of GenAI has opened possibilities for 
improved model synthesis, automated compliance checking, and dynamic response generation, providing engineers 
with robust tools for real-time problem-solving. Existing work highlighting significant achievements, current 
limitations, and potential areas for future research in the intersection of AI and MBSE are explored. 

2.1. Automated Model Generation: There is a vast amount of literature on methods to automate the transformation of 
textual requirements to models, which focuses on optimizing the adoption of MBSE in different organizations and 
domains. The methods mainly focus on use cases, scenarios, associations, and block diagrams. Chami et al. (2019) 
proposed a framework that transforms the semi-structured natural language requirements into Systems Modelling 
Language (SysML) models. This transformation is applied to the use case of the rail sector. Similarly, Deeptimahanti 
et al. (2009) describe a tool named UML Model Generator from Analysis of Requirements (UMGAR), which 
automatically transforms the natural language requirements into Unified Modelling Language (UML) models. Several 
studies have investigated bidirectional automated model generations (Ballard, 2020). 

2.2. Automated Requirements Analysis and Generation: Requirements analysis is a foundational aspect of Systems 
Engineering, where ensuring precision, consistency, and completeness in requirements is critical. Traditional 
requirements analysis methods are labor intensive, prompting researchers to explore automated solutions through AI 
and NLP. Researchers like Arora et al. (2015) have pioneered using NLP to check the conformance of requirements 
templates. Their work demonstrates the potential of NLP to significantly reduce manual effort in analyzing extensive 
glossaries for requirements documents. Similarly, Machine learning (ML) has been applied to classify functional, non-
functional, and quality requirements. Rahimi et al. (2020) used an Ensemble of Machine Learning (EML) technique 

 

 
* In the initial phase of our tool development, we have incorporated selected MBSE & SE standards. In the future, we plan to expand our scope 
by integrating additional MBSE/SE-related standards and documents. 
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for functional requirements classification, and Quba et al. (2021) proposed an approach of using ML algorithms to 
classify software requirements into functional and non-functional requirements. 

2.3. GenAI for MBSE:  Numerous studies (Patel, 2024; Kulkarni, 2024; Baker, 2024) discuss the use and benefits of 
integrating Generative AI (GenAI) within MBSE tools to enhance the efficiency and effectiveness of engineering 
processes. They highlight how GenAI can streamline requirements generation, model synthesis, and compliance 
checks, reducing manual effort and improving accuracy. GenAI enables higher-level decision-making by automating 
repetitive tasks and enabling real-time insights, ultimately leading to more robust and adaptive systems. 

Many studies examine Generative AI (GenAI) applications in Model-Based Systems Engineering (MBSE) and 
Software Engineering (SE). Yet, a significant lack of research remains dedicated to creating GenAI tools for 
interpreting standards and ensuring compliance. Our project seeks to fill this gap by developing an AI assistant tailored 
to interpret MBSE and SE standards, guidelines, or handbooks during the initial development phase. Subsequently, 
we aim to incorporate this assistant into MBSE tools to offer engineers real-time, context-relevant guidance. 

3. Methodology 
Developing the DySCASE involves a multi-phase approach, integrating advanced AI techniques to enhance a chatbot's 
interpretative and assistive capabilities. The methodology followed includes the following key steps: 

3.1. Data Collection and Standards Analysis: The first step was to collect and analyze MBSE standards. The text from 
these documents is scanned, and relevant information is extracted to create an initial dataset. Relevant information 
includes key principles, definitions, standards, and guidelines from the documents critical for interpreting or applying 
the standards in MBSE and systems engineering contexts. This ensures that the extracted content is accurate and 
meaningful to create a robust dataset. After carefully curating this information, a dataset is created containing 280 
pairs of instructions and responses, where each question focuses on essential aspects of the standards, and the 
corresponding answer provides a clear, concise, and context-aware explanation. This dataset was formatted in JSONL 
(JSON Lines) (Ref. Fig 1) format, which is well-suited for fine-tuning language models like Gemma 2b due to its 
structured, line-by-line representation of data, allowing for efficient loading and processing. The instruction-response 
style dataset is crucial for fine-tuning Gemma 2b because it aligns with how the model interprets and generates 
responses. This format trains the model to understand prompts (instructions) and develop appropriate, context-specific 
replies(responses). 

 

 Fig 1. Dataset in JSONL (Example of Instruction & response format) 

The extracted content is reformatted into a question-and-answer format or instructional segments using GPT Turbo 
3.5 API (OpenAI, 2024), making it easier for a language model to interpret and respond to users conversationally. The 
dataset is further augmented with contextual information to improve the chatbot’s ability to understand real-world 
engineering queries. Figure 2 illustrates this process. Contextual information refers to additional details, scenarios, or 
background knowledge that provide a richer understanding of the instructions being asked. This augmentation ensures 
the model can answer generic instructions and tackle complex, nuanced problems that require a deeper understanding 
of the subject. 
 3.2 Model Fine-Tuning and RAG: The chatbot is built upon the Gemma 2b model (Google, 2024) and fine-tuned 
using the reformatted dataset. Gemma 2b model was used due to its availability to the authors as a part of the Kaggle 
Fellowship Program. Its state-of-the-art performance, flexibility for fine-tuning to specific domains like MBSE, and 
efficiency in handling large datasets make it ideal for building a contextually aware conversational tool. Additionally, 

{"instruction": "What is the purpose of a process view according to ISO/IEC/IEEE 15288:2023(E)?", "context": "Sub-
section 5.8.3: Process views", "response": "The purpose of a process view is to provide a unified focus for activities and 
tasks selected from different processes to highlight a significant concept or thread that cuts across the processes utilized 

throughout the life cycle. It aims to enhance visibility and understanding of key overarching concepts by guiding how 
outcomes can be achieved through the application of activities and tasks from various life cycle processes."} 
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Gemma 2b's scalability, alignment with industry standards, and access to Kaggle's resources and community support 
further strengthen its suitability for this project. Fine-tuning is a crucial step in generative AI, where a pre-trained 
model is customized for specific tasks or domains (Friederich, 2017). Fig 3. shows the fine-tuning process of Large 
Language Models (LLMs). 

 
The fine-tuning process involves techniques like LoRA (Low-Rank Adaptation) (Hu, 2021) to adapt a pre-trained 
model specifically for Model-Based Systems Engineering (MBSE) applications. Fig 4. Illustrates the LoRA fine-
tuning approach. In the LoRA approach, the pre-trained model weights are frozen, and the weight matrices are 
decomposed into low-rank matrices and trained. This way, the limitation of fine-tuning large models, such as memory 
and computation time, is reduced, as the LoRA technique reduces the number of trainable parameters.  

  
One can infer the model with the relevant query and obtain the response after fine-tuning the Model with the 
conversational dataset. While the fine-tuning LLM works with general-purpose information, it needs to improve with 
up-to-date information, domain-specific knowledge, and consistent factual accuracy. We use a hybrid approach that 
combines Retrieval-Augmented Generation (RAG) (Gao, 2023) with fine-tuning to overcome the previously 
mentioned challenges. RAG enhances the LLM output by providing additional context from relevant information from 
knowledge sources, effectively expanding the model's knowledge base. Fig. 5 shows the detailed framework of our 
hybrid approach. When a user inputs the query, the tool retrieves the relevant document or passage from the 
documents. These retrieved pieces are then concatenated with the original query and prompt. Finally, the augmented 
input is fed to the fine-tuned model for response generation. 

4. Results  
The responses generated by the fine-tuned model are precise, and it has been noted that DySCASE can manage 
interactive discussions. Figure 6 illustrates the tool interface developed. Prompt 1 and 2, shown below, are examples 
of a conversation where the tool is requested to explain MBSE and the purpose of ISO/IEC/IEEE 15288 standards. 
Initially, the RAG pipeline operates to retrieve context relevant to the query from the PDF files utilized. Following 
this, the model generates a response based on the context that has been retrieved. In this manner, the model gains 
supplementary information from the PDFs to comprehend the context in which it should formulate a response to. 

 
Fig 4. LoRa Fine-Tuning Approach  

Fig 5. A hybrid approach to expand the model’s knowledge base 

 
Fig 2. Dataset Generation Process 

 
 

Fig 3. Fine-Tuning the Model (Gemma 2b) 
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Fig 6. DySCASE Tool Interface 

Prompt 1: 
Question: What is the purpose of ISO/IEC/IEEE 15288:2023(E)? 
Context: Electrical and Electronic Engineers (IEEE) has since standardized on ISO/IEC 15288 (which they refer to as IEEE Std 
15288™-2004) [21].  In addition, the International Council on Systems Engineer M. Mott, “Model-Driven Systems 
Development,” IBM Systems Journal, 45, No. 3, pp. 569-585, 2006.   
[17] Roedler, Garry, “What is ISO/IEC 15288 and Why Should I Care?” (presentation slides),ISO/IE  Engineering a System 
standard [18] and the IEEE 1220-1998 Standard for Application and Management of the Systems Engineering Process [19] 
were sources into the creation of ISO/IEC 15288:2002 System 
Response: ISO/IEC/IEEE 15288:2015 is a standard that provides guidance on the process of system engineering. It defines the 
roles and responsibilities of stakeholders, as well as the processes and activities involved in system engineering. The purpose of 
this standard is to ensure that systems are developed in a systematic and structured manner, meeting the needs of stakeholders 
and achieving the desired outcomes. 
 
Prompt 2: 
Question: What is MBSE 
Context: in Capella [104]. MBSE allows to represent and communicate the structural, functional 
and dynamic aspects of a complex system and aims to improve the efficiency, quality and traceability of the information 
regarding the content of this report, including resources that describe  
the various candidate MBSE methodologies described herein, can be found in this section. [1] Friedenthal, Sanf  review of some 
of the more notable MBSE methodologies that have received attention in the various industry forums and publications and are 
intended to serve as candidates for adoption and tailoring 
Response: MBSE stands for Model-Based Systems Engineering, which is a systematic approach to system engineering that uses 
models to capture requirements, design, and implementation. It involves the use of models to represent systems and their 
components, and to analyze and validate system behavior. MBSE can help organizations to improve system design quality, 
reduce development time, and increase system reliability. 
 
Prompts 1 and 2 illustrate the fine-tuned model's responses and the pertinent context utilized—the input for prompt 
one queries the tool regarding the purpose of the IEEE 15288 standard. The model incorporates context that elaborates 
on the standard. Likewise, in prompt two, the context offers insights about MBSE, particularly its use in Capella and 
its function in depicting and conveying complex systems' structural, functional, and dynamic features. The results 
section presents example prompts; however, we have also conducted further evaluations using additional prompts 
focused on verification and validation and inquiries related to risk management standards. The model’s responses to 
these prompts were well-articulated, demonstrating a robust understanding of these critical aspects within MBSE.  

5. Results  

The assessment of LLMs in literature can be categorized as supervised, signal-based, or human-based. Human-based 
evaluation uses human interrogators to gauge LLM performance. For example, the Likert scale (Petrillo, 2011) is a 
representative method that utilizes a rating scale filled with human judgments to measure the performance of LLMs 
in different dimensions (e.g., fluency, coherence). Despite their flexibility, human-based evaluations are costly and 
time-consuming. Thus, they cannot do large-scale evaluations of LLMs in real-world tasks (Li, 2023). 
Conversely, evaluating LLM performance through supervised signal-based evaluation relies on supervised signals 
in expert-labeled datasets. Supervised signal-based assessments are practical and have been used to assess LLMs on 
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a large scale in various domains, including machine translation [ (Bang, 2023), (Lyu, 2023), (Wang)], reasoning, and 
code generation. Recent research has focused on automating the evaluation process for large language models (LLMs). 
We employ the DeepEval open-source evaluation framework integrated into the Confident AI platform to evaluate 
DyCASE. Various evaluation metrics are available for assessing LLMs, and factors such as prompts, specific use 
cases, scenarios, and contexts significantly influence these metrics. The primary evaluation matrices are (Nucci, 2024) 
illustrated in Table 1. Two evaluation metrics are considered: (1) Relevance and (2) Hallucination. Evaluating 
relevancy and minimizing hallucination in an MBSE/SE-focused LLM is essential, as these metrics ensure the model 
provides accurate, standards-compliant information, without risking errors or non-compliance.  

Table 1. Integration challenges of MBSE. 
Metrices Explanation 

Relevance Does the LLM provide information pertinent to the users’ query? 

Hallucination Is the model prone to generating factually incorrect or illogical 
statements? Is the model prone to generating factually incorrect or 
illogical statements? What improvements can be made to reduce 
AI hallucinations? 

Response relevance Crucial for domain specific user inquiries 

Response time How quickly does the LLM generate responses? 

User Satisfaction Are users satisfied with the interactions? Which can be measured 
through feedback loops and engagement metrics 

Questions answering accuracy How effectively can LLM handle direct user inquiries? 

 
The relevancy metric measures the quality of the RAG pipeline's generator by evaluating how relevant the LLM 
application's “actual output” is compared to the provided input. The relevancy metric (Confident-AI, 2024) is 
determined by a ratio of the number of relevant statements to the total number of statements. The relevancy metric first 
uses an LLM to extract all statements made in the retrieval context instead of the same LLM to classify whether each 
statement is relevant to the input (Confident-AI, 2024). Similarly, for hallucinations, we use the deep eval framework 
for evaluation. The hallucination metric determines whether LLM generates factually correct information by 
comparing the actual output to the provided context. (Confident-AI, 2024). The hallucination metric, a ratio of the 
number of contradicting contexts identified to the total number of contexts, uses an LLM to determine whether there 
are any contradictions with the actual output for each context in contexts.  
 
5.1. Evaluation Results 
Relevancy: DeepEval supports binary classification (relevant or irrelevant) and continuous quality scoring (weighted 
scoring). Our approach uses a weighted scoring mechanism, assessing responses on a 0-1 scale. This scoring method 
ensures that higher scores correspond to greater relevance and accuracy by weighting the quality score in the 
numerator when applying a graded scale. Using a threshold parameter of 0.7, a floating-point value representing the 
minimum passing criterion is set above its default value of 0.5. We evaluated the model's ability to provide precise 
and contextually appropriate responses. In the first test case, the model achieved a perfect score of 1, indicating that 
it thoroughly addressed the question without any unnecessary or unrelated information. This outcome validates the 
model's effectiveness in comprehensively understanding queries related to MBSE standards. Table 2 illustrates this. 
Hallucination: A more stringent threshold of 0.5 is used to assess hallucinations. In one test case, the model scored 0, 
indicating total failure. Table 3 illustrates how the model avoided hallucinations in later evaluations, earning a score 
of 0.0, indicating a perfect alignment with the context.  
 

Table 2. Evaluation Results for Relevancy Metric(Pass Case). 
Test Case Metric Score Status Success 

Rate 

Test_case_0 Answer 
Relevancy 

"1.0 (threshold=0.7, evaluation model=gpt-4, reason=The score is 1.00 because the 
response accurately and completely addressed the question about the ISO/IEC/IEEE 

Passed 100.0% 
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24765:2017 definition of a characteristic entity, without any irrelevant statements., 
error=None)" 

Table 3. Evaluation Results for Hallucination Metric(Pass Case). 
Metric 

Summary 
Hallucination (score: 0.0, threshold: 0.5, strict: False, evaluation model: gpt-4o, reason: The score is 0.00 because the 

actual output fully aligns with the context, describing a framework for systems engineering processes without any 
contradictions., error: None) 

For Test Case 
Input What is the purpose of ISO/IEC/IEEE 15288:2023(E)? 

Actual Output ISO/IEC/IEEE 15288:2023 is a standard that provides a framework for the development of systems engineering processes. 
It is a reference model that defines the processes, roles, and responsibilities involved in the development of systems. It also 

provides guidance on how to integrate these processes into a system engineering process. 
Context  ['This document establishes a common framework of process descriptions for describing the life cycle of systems created 

by humans, defining a set of processes and associated terminology from an engineering viewpoint. These processes can be 
applied to systems of interest, their system elements, and to system of systems'] 

Overall Metric Pass Rates 
Hallucination: 100.00% pass rate 

 
Multiple test cases were evaluated, while only selected representative cases are reported in this paper. While high 
scores indicate promising results, we recognize the need for comprehensive validation. As part of our future work, we 
plan to conduct rigorous testing using more diverse prompts and systematic evaluation strategies. We intend to 
incorporate human-in-the-loop (HITL) assessments (Amirizaniani, 2024), rank-based evaluation (Wei, 2024), and 
fact-checking models (Wang, 2024) to assess response correctness. Additionally, we plan to conduct perplexity and 
entropy analysis (Cooper, 2024) to measure response uncertainty and evaluate the model’s robustness against 
adversarial or out-of-domain prompts. 

6. Discussion, Future Integration, and Deployment  

DySCASE is crucial in closing the gap between MBSE procedures and AI capabilities. Using Retrieval-Augmented 
Generation (RAG) and sophisticated natural language processing, DySCASE gives systems engineers the means to 
handle the complexities of changing compliance requirements. Its context-aware, real-time assistance reduces the 
operational and cognitive load typically associated with compliance tasks, enabling engineers to quickly adjust to 
changing project requirements and standards. Future work includes training the model further with additional 
standards, handbooks, and tool-specific methodology guidelines. This will enable the tool to dynamically assist MBSE 
engineers in adhering to standards and provide support in generating documentation and other critical tasks. Although 
the current version focuses on answering user questions, future development phases will include exploring integration 
with existing MBSE tools such as Capella (Thales, 2024). These integrations will enable the assistant to deliver 
context-aware support directly within the modeling environment, reducing the friction between modeling activities 
and compliance verification. The goal is to address user queries, proactively guide engineers on compliance adherence, 
and suggest real-time best practices. Further, we aim to enhance the DySCASE knowledge base by incorporating more 
MBSE standards, handbooks, and tool-specific methodology guidelines, making it a comprehensive resource for 
MBSE engineers. The current Google Cloud Platform (GCP) deployment ensures scalability and availability. This 
cloud-based approach facilitates easy updates, enabling continuous improvement and ensuring that the assistant stays 
aligned with evolving industry standards. The tool could also support document generation, compliance reporting, and 
automated checks with future integrations, offering a dynamic and reliable assistant within the MBSE ecosystem. 

7. Conclusion 

Developing the AI-powered Standards Compliance Assistant for MBSE and SE (DySCASE) significantly advances 
how Systems Engineers and MBSE engineers engage with and ensure adherence to the standards. DySCASE 
represents a pioneering approach in Generative Artificial Intelligence (GenAI) in MBSE and SE. One of its standout 
features is the ability to interpret complex standards into easily understandable language, allowing engineers to grasp 
requirements quickly without extensive manual review. This not only improves accessibility but also reduces time 
spent deciphering intricate documentation, fostering a more intuitive approach to compliance. By consolidating 
multiple standards within a single, easy-to-use interface, the assistant offers systems engineers a comprehensive, 
centralized resource for compliance needs. Future work will focus on expanding the assistant’s interpretive 
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illustrated in Table 1. Two evaluation metrics are considered: (1) Relevance and (2) Hallucination. Evaluating 
relevancy and minimizing hallucination in an MBSE/SE-focused LLM is essential, as these metrics ensure the model 
provides accurate, standards-compliant information, without risking errors or non-compliance.  
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Metrices Explanation 
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Relevancy: DeepEval supports binary classification (relevant or irrelevant) and continuous quality scoring (weighted 
scoring). Our approach uses a weighted scoring mechanism, assessing responses on a 0-1 scale. This scoring method 
ensures that higher scores correspond to greater relevance and accuracy by weighting the quality score in the 
numerator when applying a graded scale. Using a threshold parameter of 0.7, a floating-point value representing the 
minimum passing criterion is set above its default value of 0.5. We evaluated the model's ability to provide precise 
and contextually appropriate responses. In the first test case, the model achieved a perfect score of 1, indicating that 
it thoroughly addressed the question without any unnecessary or unrelated information. This outcome validates the 
model's effectiveness in comprehensively understanding queries related to MBSE standards. Table 2 illustrates this. 
Hallucination: A more stringent threshold of 0.5 is used to assess hallucinations. In one test case, the model scored 0, 
indicating total failure. Table 3 illustrates how the model avoided hallucinations in later evaluations, earning a score 
of 0.0, indicating a perfect alignment with the context.  
 

Table 2. Evaluation Results for Relevancy Metric(Pass Case). 
Test Case Metric Score Status Success 
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Test_case_0 Answer 
Relevancy 

"1.0 (threshold=0.7, evaluation model=gpt-4, reason=The score is 1.00 because the 
response accurately and completely addressed the question about the ISO/IEC/IEEE 
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capabilities, enhancing its tool integrations, and broadening its adaptability to support a more comprehensive array of 
standards, guidelines, rules, and tool-specific methodology handbooks, making it an indispensable asset for 
organizations committed to rigorous and accessible systems engineering practices. Integrating our AI Assistant into 
MBSE tools will streamline the MBSE process by ensuring generated models consistently adhere to industry standards 
and guidelines. This integration facilitates automated documentation generation and dynamically guides MBSE 
engineers through the model creation process, offering real-time support to improve accuracy and compliance. 
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