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Abstract

Distantly Supervised Named Entity Recogni-
tion (DS-NER) has attracted attention due to
its scalability and ability to automatically gen-
erate labeled data. However, distant annotation
introduces many mislabeled instances, limiting
its performance. There are two approaches to
cope with such instances. One is to develop
intricate models to learn from the noisy labels.
Another is to clean the labeled data as much as
possible, thus increasing the quality of distant
labels. The latter approach has received little
attention for NER. In this paper, we propose
a training dynamics-based label cleaning ap-
proach, which leverages the behavior of a model
during training to characterize the distantly an-
notated samples. We introduce an automatic
threshold estimation strategy to locate the er-
rors in distant labels. Extensive experimental
results demonstrate that: @ models trained on
our cleaned DS-NER datasets, which were re-
fined by directly removing identified erroneous
annotations, achieve significant improvements
in F1-score, ranging from 3.19% to 8.95%; and
® our method outperforms state-of-the-art DS-
NER approaches on four benchmark datasets.

1 Introduction

Named entity recognition (NER), which aims to
identify spans in text that refer to pre-defined en-
tity types such as person, location, or organization
names, has wide downstream applications such as
question answering (Lan et al., 2021), information
retrieval (Choudhary et al., 2023), and knowledge
graph construction (Ji et al., 2022; Zhang et al.,
2024). However, NER performance often relies on
human annotated high-quality training data, which
is time-consuming and expensive, making the de-
velopment of robust NER models for real-world
applications hard. Distantly Supervised Named En-
tity Recognition (DS-NER) (Ren et al., 2015; Fries
et al., 2017; Shang et al., 2018; Liang et al., 2020;
Xu et al., 2023; Pan et al., 2023; Wu et al., 2023;
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Figure 1: A typical distantly-supervised annotation can
be subject to two types of error: (1) False Positive: An
entity is recognized to incorrectly type, e.g., “Washing-
ton” and (2) False Negative: An entity is recognized as
non-entity, e.g.,“Tamil”.

Bhowmick et al., 2023a; Pan et al., 2024b) has been
proposed to automatically generate labeled data for
training NER models. In general, DS-NER lever-
ages existing resources such as knowledge bases
and rule-based string matching methods to automat-
ically produce the training data, which is generally
referred to as weakly annotated data (Zhang et al.,
2021a). Since unlabeled data is easy to collect,
DS-NER can significantly reduce the annotation
efforts and obtain large-scale datasets. The weakly
annotated data, however, suffers from the introduc-
tion of noisy labels. There are two typical issues in
DS-NER: (1) False Negative: when an entity is not
detected due to the limited coverage of knowledge
bases and (2) False Positive: when annotated spans
of text is incorrectly detected as entities or assigned
incorrect entity types. For example, in Figure 1 the
organization entity “Washington” was incorrectly
annotated as a person type, since the rule-based
string matching cannot distinguish between two
entity types (person and organization in this case)
with the same surface form; “Tamil” is not recog-
nized as an entity because it is not included in the
knowledge base used.

Models trained on such DS-NER dataset can
easily overfit to the noisy labels, leading to poor per-
formance (Tinzer et al., 2022). Many approaches
have been proposed to alleviate these limitations.
Negative sampling (Li et al., 2021, 2022; Xu et al.,
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2023) and positive unlabeled (PU) learning (Peng
et al., 2019; Zhou et al., 2022; Wu et al., 2023)
have been proposed to handle the false negative
annotation issues in DS-NER. But these works over-
look false positives, which limit their performance.
Another line of work employs self-training (Meng
etal., 2021; Zhang et al., 2021b; Liang et al., 2020)
by utilizing soft labels generated by a teacher model.
They require a high-quality teacher model to pro-
duce reliable soft labels for the student model, often
resulting in the inclusion of additional modules.
A common challenge with self-training methods
is their complex architectures, which require the
training of multiple models across several iterations.
Despite those efforts, the research on DS-NER has
yet to thoroughly investigate the improvement of
the quality of distantly annotated labels.

In this paper, we propose the DynClean, a training
dynamics-based label cleaning approach for DS-
NER. Unlike most existing methods that focus on
learning from noisy labels, our proposed approach
aims to improve the quality of data generated by
distant supervision annotation. In DynClean, we
leverage the training dynamics (i.e., the behavior of
a model as training progresses) to reveal the char-
acteristics of each data sample in DS-NER datasets.
To differentiate between clean and mislabeled sam-
ples using the obtained data characteristics, we
introduce an automatic threshold estimation strat-
egy. We show that DynClean can effectively locate
many false positive and negative samples. Using its
output, we proceed to filter out the identified mis-
labeled distant samples and obtain “mostly clean”
data for training. We validated our proposed ap-
proach across different NER models on four popular
DS-NER datasets and achieved a consistent perfor-
mance boost, with improvements in the F1 score
ranging from 3.18% to 8.95%. These results em-
pirically demonstrate that enhancing the quality of
distantly annotated data improves the performance
of DS-NER tasks. Furthermore, models trained on
four DS-NER datasets cleaned with DynClean out-
perform current state-of-the-art methods, achieving
up to 4.53% F1 score improvements despite using
fewer samples in training !

2 Related Work

Distantly-Supervised NER. Due to its ability to
reduce annotation costs, DS-NER has gained sig-

ICode and Dataset are publicly available: https://
github.com/maxzqq/DynClean

nificant popularity in domain-specific NER or IE
(Alshehri et al., 2023; Chen et al., 2022; Bhowmick
et al., 2023b; Ritter et al., 2013; Pan et al., 2024a;
Dragut et al., 2024), where high-quality labeled
data is often scarce and expensive to obtain. Sev-
eral Negative sampling (Li et al., 2021, 2022; Xu
et al., 2023) methods have been proposed to reduce
the negative impact of unlabeled entities in training
data. Other works leverage the positive unlabeled
(PU) learning and include potentially noisy positive
samples along with unlabeled data (Peng et al.,
2019; Zhou et al., 2022). Another line of works is
based on the self-training strategy (Jie et al., 2019;
Liang et al., 2020; Zhang et al., 2021c; Ma et al.,
2023; Meng et al., 2021; Bhowmick et al., 2022).
In general, they design a teacher-student network to
iteratively refine the entity labels and reduce both
false positive and false negative samples. Ying et al.
(2022) proposed CReDEL to leverage contrastive
learning to learn the refinement knowledge of dis-
tant annotation. Wu et al. (2023) design the MProto
to model the token-prototype assignment problem
as an optimal transport problem to handle intra-
class variance issues. In our work, we introduce
a training dynamics-based method that denoises
DS-NER datasets automatically without requiring
additional components.

As discussed in (Zhou et al., 2022; Xu et al.,
2023), self-training based methods are post-
processing steps. Thus, self-training (Liang et al.,
2020; Zhang et al., 2021c; Meng et al., 2021; Ma
et al., 2023; Si et al., 2023; Wang et al., 2024) ap-
proaches are orthogonal to data cleaning approaches
(like ours), which are pre-processing steps; we do
not discuss them further in this paper.

Training Dynamics.  Training dynamics are de-
fined as statistics calculated of the model behavior
(e.g., the output logit values) on each sample across
the training process. It can be used to evaluate
the characteristics and quality of each individual
sample within a dataset. The frequently used met-
rics include Confidence and Variability proposed
by Swayamdipta et al. (2020), and the Area Under
Margin (AUM) proposed by Pleiss et al. (2020).
For each sample, Confidence and Variability are
the mean and standard deviation of the gold label
probabilities over the training epochs, respectively.
AUM finds the difference in logit value of the as-
signed class (gold label) and the highest logit value
among the non-assigned classes averaged over train-
ing epochs for every sample. These metrics capture
the data properties and can be used to evaluate the
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data quality. Most works obtained the data charac-
teristics from the training dynamics and combined
it with different techniques, such as data augmenta-
tion (Park and Caragea, 2022; Cosma et al., 2024),
curriculum learning (Sar-Shalom and Schwartz,
2023; Poesina et al., 2024) and Semi-Supervised
Learning (Sadat and Caragea, 2022, 2024). In our
work, we adapt the training dynamics metrics to
diagnose the DS-NER datasets and identify the
noisy instances.

3 Method

We introduce our proposed method, DynClean.
DynClean leverages a model’s behavior on individ-
ual samples in the DS-NER across training epochs
(i.e., the training dynamics) to create characteris-
tics of data samples. Then, using the proposed
automatic threshold estimation strategy, we distin-
guish clean and mislabeled data within the DS-NER
dataset. In this section, we first give a brief overview
of the span-based NER model, followed by a de-
tailed presentation of the proposed DynClean.

3.1 Background

Span-based NER Model. Following previous
works (Li et al., 2022; Si et al., 2023), we em-
ploy the span-based NER architecture. Given a
sentence with n tokens, [f1,1y,...,1,], we take a
pre-trained language model as the encoder to get
the contextualized representation:

[hi, hy, ..., h,] = Encoder([t1, t2, ..., 1,]) (1)

where h; is the representation for token #;. We
derive the representation for one span sample x
which starts at position i and ends at position j as:

X=hi@hj@D(j_i) ()

where @ is the concatenation operation, D(j — i) is
a learnable embedding to encode the span length
feature, and the span length is limitedto 0 < j—i <
L. A feed-forward neural network (FFNN) is used
to obtain the logits z, and softmax computes the
probability distribution of label y:

z = FENN(x) 3

P(y|x) = softmax(z) 4)

Training. Cross-entropy loss function is calcu-
lated on all spans during training:

L==) logP(y'|x) 5)

xeX

where y* represents the target label.

Negative Sampling. Previous studies (Li et al.,
2022, 2021; Xu et al., 2023) have demonstrated that
negative sampling can effectively mitigate the im-
pact of false negatives in DS-NER. Motivated by the
(Xu et al., 2023), we consider only utilizing the top-
N, negative samples (TopNeg), which exhibit high
similarities with all positive samples, for training
the DS-NER model. TopNeg reduces the num-
ber of false negative samples involved in training,
thereby enhancing DS-NER performance. Specifi-
cally, for each batch of training data, we obtain the
span sets of positive samples XP* = {...,xP, ...},
and negative samples X"®8 = {...,x"°¢, ...}, where
X = XP% U X", Subsequently, for each negative
sample x"°¢ € X"°¢ we compute the similarity
score ¢:

neg pos
B X = L T T
s K] 0]

(6)

where M denotes the number of positive samples
in one batch of data.

When training the model with TopNeg, the neg-
ative samples in each batch are ranked ascending
according to their similarity scores, as defined in
Equation 6. Subsequently, the top-N, negative sam-
ples along with all positive samples, are selected
for loss calculation. Equation 5 is modified as:

L=— Z log P(y*|xP*)

XxPOs ¢ Xpos

- D, logP(yIX"™®)

Kheg ¢ Xneg

(N

and X2 is the set of the selected negative samples.

3.2 Proposed Approach: DynClean

We detail our proposed method, DynClean, which
differentiates clean and mislabeled data based on
the characteristics of each sample, derived from
the training dynamics. We first define the training
dynamics and corresponding metrics; next we show
how we use them to characterize each data sample.
We then present our threshold estimation strategy
and procedure DynClean of cleaning distant labels.
Defining training dynamics. Training dynamics
can be defined as any model behavior during the
training, such as the area under the margin (AUM)
between logit values of the target label and the other
largest label (Pleiss et al., 2020) or the mean of
predicted probabilities (Confidence) of target label
(Swayamdipta et al., 2020). This section focuses on

2542



AUM in our primary experiments, with a discussion
on Confidence in Section 6.4.

Given a sample x with assigned label y* (poten-
tially erroneous), we compute AUM(X, y*) as the
area under the margin averaged across all training
epochs E. The margin at epoch e is defined as:

Me(x,y") = 25.(X) — maxgzy2zg (%) (8)

where M€ (x, y*) is the margin of sample x with la-
bel y*, z;* (x) is the logit corresponding to the label
y*, and maxyy+Z; (X) is the largest non-assigned
logit with label k£ not equal to y*. The margin
measures the difference between an assigned label
and the model’s predictions at each epoch e. The
AUM(x, y*) across E epochs is computed with:

1 E
AUM(x,y*):E Me(x,y") &)

e=1

Precisely, AUM considers each logit value and
measures how much the assigned label logit value
differs from the other largest logit value. A low
AUM signifies that the assigned label is likely incor-
rect, while a larger margin indicates the assigned
label is likely correct. Consequently, AUM can be
utilized to distinguish mislabeled samples.

Threshold Estimation. A threshold value is re-
quired to separate mislabeled from clean samples.
However, given the varying noise distribution across
different datasets, determining this threshold is a
costly hyper-parameter tuning procedure. Thus, we
construct threshold samples to simulate mislabeled
data, and train the model to compute the training
dynamics metric values for threshold samples. Data
with similar or worse metric values than threshold
samples can be assumed as mislabeled. We se-
lect a subset of both positive and negative samples
from the training data and reassign their labels to a
non-existent class, thereby constructing threshold
samples. Assuming we have N, positive samples
(i.e., entity spans that belong to c entity types). We
use stratified sampling (based on the distribution
of the original entity types) to randomly select
Np/(c + 1) samples as positive threshold samples.
Then we assign a fake label ¢ + 1 to these positive
threshold samples. As for negative threshold sam-
ples, we sample the same number (N,/(c + 1)) of
negative samples and assign the fake label ¢ + 1 as
well. A model is trained on the constructed datasets
with threshold samples to compute the metric val-
ues at the end of training. Positive and negative
threshold samples are ranked separately, employing

Algorithm 1 DynClean

Require: Distantly annotated data O = (x;,¥i)i=1,._ n>
model f, hyperparameter kpos and Kneg;

: // Threshold Estimation

¢ Tpos < Stratified sampling Np/(c + 1) positives

: Theg —Random sampling Np/(c + 1) negatives

: Train f for E epochs and compute AUM for each sample
in Tpos and Theg as in Eq. 9

5: Rank AUM for Tpos and Tyeg separately

6: Tpos < kposth at Tpos

7: Tneg < knegth at Theg

8: // Noisy data cleaning

9

0

W -

: D' «— @, re-initialize model f

: Train f for E epochs and compute AUM(x;, y;) for each
sample i as in Eq. 9

11: for each (x;,y;) € D do

12: if y; > O then > Positive samples

13: if AUM(x;,y;) > 7pos then

14: D'« D" U (xi, i)

15: else > Negative samples
16: if AUM(x;, y;) > Tneg then

17: D' — D" U (x;,y;)

18: return O’

the threshold samples at the kposth for positives
and kpegth for negatives percentile to determine the
positive threshold 7, and negative threshold 7,..
Constructing threshold samples for both positives
and negatives is crucial for identifying unlabeled
negatives and mislabeled positives in the distant
annotation process in our DS-NER case.
Applying DynClean. Given a DS-NER dataset,
we need to utilize a model to train on it in order
to gather training dynamics metric values. Specifi-
cally, we begin with the proposed automatic thresh-
old estimation strategy, which involves constructing
threshold samples and collecting their training dy-
namics to compute the corresponding metric values.
Subsequently, we collect the training dynamics met-
ric values for all samples in the original DS dataset.
Finally, we separately filter the positive and neg-
ative samples based on the estimated threshold.
Thus, our method can be applied to various models.
The details of our DynClean procedure when using
AUM are summarized in Algorithm 1. Our method
is also applicable to other training dynamic metrics,
as presented in Section 6.4.

4 Experiments

4.1 Datasets

Our approach is evaluated using four DS-NER
datasets: CoNLLO3 (Tjong Kim Sang and De Meul-
der, 2003), WikiGold (Balasuriya et al., 2009),
WNUT16 (Godin et al., 2015), and BCSCDR (Wei
etal., 2016). Originally, these datasets were human-
annotated, and subsequently, they were re-annotated
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via distant supervision as reported in (Liang et al.,
2020; Zhou et al., 2022; Shang et al., 2018). The
statistics for the four datasets are presented in Table
6 of Appendix A. The distantly supervised data
are used for training, while the human-annotated
development and test sets are utilized for evalua-
tion and hyperparameter tuning, aligning with the
general DS-NER setting (Liang et al., 2020; Wu
et al., 2023).

4.2 Experimental Setup

To validate the effectiveness of our proposed
method, we first conduct cleaning experiments on
four datasets with our DynClean framework using
different base models. Subsequently, we compare
the models trained on our cleaned datasets with
existing DS-NER studies. We describe below the
base models used in our work.

Base Models. We employ span-based NER model
mentioned in Section 3.1, integrating different en-
coders and their TopNeg variants, as our base mod-
els. We evaluate BERT (Devlin et al., 2019) and
RoBERTa (Liu et al., 2019) as encoders, along with
their TopNeg variants, on CoNLLO03, Wikigold, and
WNUT16. The four base models are denoted by
BERT, BERT-TopNeg, RoOBERTa, and RoBERTa-
TopNeg. For BCSCDR, a domain-specific NER
task, we exclusively employ BioBERT (Lee et al.,
2020). For ease of presentation, in the context of
BC5CDR, BERT and BERT-TopNeg are used to
represent its base models.

Baselines. We compare our method with several
existing DS-NER works, including: KB-Matching
employs knowledge bases to annotate the test sets.
AutoNER (Shang et al., 2018) modifies the standard
CRF to handle noisy labels. BOND (Liang et al.,
2020) proposes an early stopping approach to pre-
vent model from overfitting to noisy labels. bnPU
(Peng et al., 2019) formulates the DS-NER task as
a positive unlabelled learning problem and uses the
mean absolute error as the noise-robust objective
function. Span-NS (Lietal.,2021), Span-NS-V (Li
et al., 2022) are the negative sampling approaches,
which aim to reduce the false negative samples used
for training. CReDEL (Ying et al., 2022) adopts
a distant label refinement model via contrastive
learning. Conf-MPU (Zhou et al., 2022) is a two-
stage approach, with the first stage estimating the
confidence score of being an entity and the second
stage incorporating the confidence score into the
positive unlabelled learning framework. MProto
(Wu et al., 2023) models the token-prototype as-

signment problem as an optimal transport problem
to handle intra-class variance issue.

We also provide fully supervised methods for
comparison, including RoBERTa and BiLSTM-
CRF (Ma and Hovy, 2016). We also conduct
zero-shot evaluations with large language models
(LLMs), including ChatGPT and LLaMA3.1-70B.

4.3 Implementation Details

We tune the kth of the threshold samples for thresh-
old estimation, with increments of 5%, ranging
from 80% to 100%. The kpegth for computing the
threshold in negative threshold samples is set at
90% across all datasets. For positive threshold sam-
ples, the tuned kposth is set at 100% for CoNLLO3,
Wikigold, and WNUT16, and at 90% for BC5SCDR.
A more detailed discussion on the effectiveness of
our threshold estimation strategy can be found in
the Appendix B. All reported experimental results
represent the average of five runs, each with a dif-
ferent random seed. More experimental details are
provided in the Appendix C.

5 Results

In this section, we report the results in two parts:

5.1 for each dataset, we train different base models
on the original distantly supervised data and on
various cleaned versions of the data; and 5.2
we compare the base models trained on our best-
cleaned data with the baseline methods.

5.1 Cleaning Results

In our cleaning experiments, we apply the four
base models in our DynClean framework to clean
each dataset. Specifically, we use D to denote
an original distant dataset, and D7, Dé, Z)é, and
D to respectively represent the datasets cleaned
using training dynamics from BERT, RoBERTa,
BERT-TopNeg, and RoBERTa-TopNeg. We then
train the four base models on the original distant
data and the different cleaned data.

Table 1 gives the entire set of results. From
the results, we found that the model’s performance
consistently improved when it was trained with
cleaned data compared to the performance with the
original distant data. Specifically, for CoONLLO3,
Wikigold, and WNUT16, models trained on D;
consistently achieve the best performance. There-
fore, we refer D as the best-cleaned data for these
datasets. For BC5CDR, it is Dg. Particularly,
RoBERTa trained by best-cleaned Wikigold (D))
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CoNLL03 WikiGold WNUTI6 BC5CDR
Models Data Ver. —p R FI P R FI P R FI P R Fl
D 8975 6308 7209 5612 4437 4947 58.18 3622 4455 8944 6757 7698
BERT Dl 8877 6561 7544 5818 4629 5156 57.60 38.19 4593 87.07 7167 78.62
D 8919 6792 7711 5809 47.94 5253 5854 3798 4602 - - -
DI 8679 77.12 8166 47.24 5791 5202 5325 4160 4651 80.02 83.06 8150
D) 8729 8040 8370 60.75 5671 58.65 5875 4025 4774 - - -
D 90.16 6588 7613 60.63 4465 5142 6272 4345 5134 - - -
ROBERT: D/ 8999 6776 7731 5792 4830 5265 61.85 4365 511§ - - -
D) 8951 7010 7861 5647 SL12 5366 6233 43.86 5144 - - -
D] 8796 8147 8459 5124 6190 5602 6134 4744 5350 - - -
D] 8841 8277 8550 6094 5931 60.09 5822 5135 5452 - - -
D 7942 7977 7958 5299 4783 5000 4905 4296 4580 7922 8135 8027
BERT-TopNeg Dl 8200 7798 7998 57.59 4745 5198 5856 37.92 4603 8279 7652 79.53
D) 8501 77.08 80.84 5817 4772 5243 5835 3896 4671 - - -
DI 8472 8024 8241 4887 5591 5214 5407 4199 4721 8141 8148 8142
D) 8571 8116 8337 6185 5591 5872 5500 4205 47.61 - - -
D 8205 7856 8070 5277 5486 5380 6069 4521 5136 - - -
D/ 8376 8056 8213 59.10 50.12 5423 5997 4456 5101 - - -
RoBERTaTopNeg ) 8550 7728 8118 5500 5431 5469 5826 50.1 5383 - - -
D] 8674 8140 8398 5115 5857 5456 6020 4801 5328 - - -
D) 8634 8317 8472 60.56 5930 59.88 58.07 5138 5445 - - -

Table 1: Results of four base models trained on original and different versions of cleaned DS-NER datasets. D
denotes the original distantly annotated data, and D}, D], D}, and D; to respectively represent the datasets cleaned
using training dynamics from BERT, RoBERTa, BERT-TopNeg, and RoBERTa-TopNeg. A bold score indicates that
the model trained on the corresponding data version achieves the best performance.

shows an 8.67% improvement in F1 score when
compared with original distant data. We also have
the following observations: @ For each dataset, the
model used in DynClean to obtain the best-cleaned
data also has the best performance in the original
distant data. RoBERTa-TopNeg, which obtains the
best-cleaned data for CoNLL03, Wikigold, and
WNUT16, also performs the best on their original
distant data. For BC5CDR, the model is BERT-
TopNeg. We believe this is because, when the
model used in DynClean has better performance
on the original distant data, the obtained training
dynamics are more capable to reflect the “true” data
sample characteristics for cleaning; @ When mod-
els are trained on the best-cleaned data, it is not
necessary to employ TopNeg. For the best-cleaned
CoNLLO3 (Dj), WNUTI16 (D;), and BC5SCDR
(D}), models trained on them without TopNeg
achieve better performances. BERT is the outlier,
when trained with TopNeg on the WikiGold (D)) it
exhibits a slight improvement. This indicates that
our approach removes a large enough amount of
false negatives, which obviates the necessity for
employing additional negative sampling techniques.
Our additional experiments in Appendix D also
show that TopNeg is not necessary when training
models on the human-annotated data.

5.2 Baselines Comparison

The comparison against the baselines is summa-
rized in Table 2. As our method, we present

the results of BERT and RoBERTa trained on
the best-cleaned version of each dataset, i.e., the
CoNLLO03 (Dy), Wikigold (D), WNUT16 (Dy),
and BC5CDR (D). We first observe that LLMs
still face certain challenges in the NER task, with
a significant performance gap compared to fully
supervised RoOBERTa. This result is similar to pre-
vious study (Qin et al., 2023), indicating that LLMs
still face significant challenges in NER task. Our
approach also outperforms all LL.Ms across four
datasets. We further found that LLMs outperform
KB-Matching, indicating the feasibility of using
LLMs for distant annotation. We have provided a
related discussion in Appendix E. Despite using
less data for model training, we outperform all pre-
vious approaches with relatively balanced precision
and recall scores. When comparing with Conf-
MPUggrT, BERT trained on the cleaned CoNLL03
and BC5CDR achieves an F1 score improvement
of 4.54% and 4.28%, respectively. Our method
also outperforms Conf-MPUj g1 stm, Which is en-
hanced with lexicon feature engineering, with the
F1 score improvement of 3.68% and 1.43%, respec-
tively. Compared to MProtoggrt, we have 4.12%
F1 improvement on the CoNLLO03 dataset. As for
the CReDEL which also focuses on enhancing the
data quality of distantly supervised datasets, our
approach outperforms it by 2.9% F1 score on the
BC5CDR dataset. Our approach also outperforms
multiple baselines that utilize negative sampling
techniques. The main reason our method achieves
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Methods CoNLLO03 WikiGold WNUTI16 BC5CDR

P R FI1 P R FI1 P R FI1 P R Fl1
Fully Supervised
RoBERTa 90.05 9248 9125 8533 87.56 8643 51.76 52.63 52.19 8841 8728 89.56
BiLSTM-CRF 89.14 91.10 90.11 5540 5430 5490 60.01 46.16 52.18 89.09 6222 73.27
LLMs Evaluation
Llama-3.1-70B 71.08 83.37 76.74 57.67 48.15 5248 50.00 4546 47.62 6723 5587 61.03
ChatGPT 7429 8423 7895 6351 48.61 55.07 5455 50.00 52.17 80.61 6891 74.30
Distantly Supervised
KB-Matching 81.13 63.75 7140 4790 4763 4776 4034 3222 3583 86.39 51.24 64.32
AutoNER* 6040 7521 67.00 5235 4354 4754 18.69 4326 26.10 77.52 82.63 79.99
bnPU T 8297 7438 78.44 - - - - - - 77.06 48.12 59.24
BONDR,BERTa 8376 68.90 75.61 49.17 5450 51.55 53.11 4152 46.61 - - -
CReDEL - - - - - - - - - 71.70  86.80 78.60
Span-NS # 80.41 71.35 75.61 51.05 4827 49.62 5351 39.76 4562 8690 73.49 79.64
Span-NS-V * 80.19 7291 7638 5091 4843 49.64 4778 4437 46.01 86.67 73.52 79.56
BERT-TopNeg* 8272 77.71 80.08 5547 4857 50.65 5528 40.35 4655 82.09 7890 80.39
RoBERTa-TopNeg* 81.07 80.23 80.55 5230 5355 52.86 6055 4533 51.78 - - -
Conf-MPU1 giL.stM 77.39 82.84 80.02 - - - - - - 76.63 83.82 80.07
Conf-MPUBERT 78.58 79.75 79.16 - - - - - - 69.79 8642 77.22
MProtoggrT 79.80 79.37 79.58 - - - - - - 77.53 85.84 81.47
Oursggrr 8729 8040 83.70 60.75 56.71 58.65 5875 40.25 47.74 80.02 83.06 81.50
OursgyBERTa 8841 82.77 8550 60.94 5931 60.01 5822 5135 54.52 - - -

Table 2: Comparisons with baselines on four datasets. © marks the results retrieved from Zhou et al. (2022) and *
marks the results from Xu et al. (2023). The best results are in bold.

significant improvement is that it is able to remove
a large number of false negatives and positives from
the distantly annotated data. We further test the
effectiveness of using our cleaned datasets with the
self-training method, and the results can be found
in Appendix F.

6 Analysis and Discussion

In this section, we provide the ablation study and
case studies to better understand the effectiveness
of our proposed method. In addition, we provide
experimental results of utilizing another frequently
used training dynamics metric in our DynClean.

6.1 Ablation Study

We conduct the ablation study on two aspects: @
cleaning either negative samples or positive sam-
ples, but not both; ® varying the percentile in
threshold samples for computing positive and neg-
ative thresholds. All results are reported from
experiments on cleaned datasets with training dy-
namics from RoBERRTa-TopNeg for cleaning. Due
to space limitations, we provide the analysis of
CoNLLO3 in this section. The ablation studies for
the remaining datasets are included in Appendix G.
Cleaning positive/negative only. Table 3 shows
the performance when only cleaning either negative
samples or positive samples. We observe that if
we single out the negative samples in cleaning, we
improve the recall by a large margin, but with a
notable loss in precision. Conversely, focusing on

Training Data P R F1
D’ 88.41 82.77 85.50
Dieg 75.04 83776  79.16
I')OS 93.03 6494 76.49
90.16 65.88 76.13

Table 3: Results of only cleaning either negative samples
or positive samples. Dj, and Dj, denote denote only
clean positive and negative, respectively. D’ denotes
data cleaned both and D is the original distant data.

cleaning positive samples yields high precision but
very low recall. This demonstrates the necessity
of simultaneously removing both types of noisy
annotation to create better distant labels.

Varying threshold sample percentile. The op-
timal threshold should eliminate as many false
samples as possible while minimizing the removal
of true samples. Figure 3 presents the performance
and the number of discarded samples associated
with various percentiles. The left plot illustrates
the results when the percentile for computing the
negative sample threshold is fixed at 90%, and the
percentile for positive threshold samples is varied.
The right plot shows the trends when the percentile
of positive threshold samples is fixed at 100%, and
the negative sample percentile is varied. For posi-
tive samples, both the precision and F1 scores show
a consistent improvement. Regarding negative sam-
ples, though the recall continues to increase, the F1
score decreases when the percentile exceeds 90%.
We also note that the number of discarded negative
samples has a more pronounced increase as the per-
centile increases, which gives a significantly higher
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samples to compute the thresholds.

removal. The above empirical observation suggests
that when the percentile exceeds 90% denoising
becomes too aggressive in eliminating the false neg-
atives which comes at the expense of discarding a
large number of true negatives, leading to a decline
in the overall performance. The true samples that
exhibit training dynamics similar to false samples,
are deemed hard samples (Talukdar et al., 2021).

6.2 Effective of Noise Cleaning

We conducted a further study to evaluate the noise
cleaning effectiveness of our proposed DynClean.
We use the original DS version and cleaned DS
version of D of CoNLLO3 to train the ROBERTa
and plot the class-wise performance curve on de-
velopment set, as shown in Figure 2. We found that
the model trained on our cleaned DS data consis-
tently outperforms across classes than the model
trained on original DS data, though we used less
(but of higher-quality) training data. For the ORG
and PER, we observed a gradual decrease in the
model’s performance when trained on the original
DS dataset. This decline is attributed to the model
overfitting on the extensive amount of noisy data.
In contrast, training on the cleaned dataset allows
the model to converge better. Notably, we find a
significant improvement in the MISC. We provide
in-depth for it in Appendix H.1. Specifically, since
the MISC has the lowest proportion and the DS
annotation results a large number of false negative
annotation in MISC (i.e., missing MISC spans).
Our cleaning method removed a substantial num-

ber of false negative spans of MISC, resulting in a
significant performance improvement. We provide
additional noise cleaning analysis on the WikiGold
dataset in Appendix H.2, as it represents a more
complex DS-NER scenario.

6.3 Qualitative Examples

To give an intuition of the benefits of our proposed
false annotation cleaning approach for DS-NER,
we present qualitative examples in Table 4. It has
two examples. One observes that compared to
the HA (Human-Annotated) instance, the DS (Dis-
tant Supervision) instance omits the entity spans
“PSA”, “Orioles”, and “Andy Etchebarren™ (false
negatives), incorrectly labels “Union” and partially
labels “Andy” as entity spans (false positive). Our
method successfully identifies both false negative
and false positive annotations in the DS data. Avoid-
ing such false samples for training can alleviate the
models’ overfitting noise. This also indicates that
our method can assist the distant annotation process
and improve the data quality.

6.4 Other Training Dynamics Metric

We evaluate another frequently used training dy-
namic metrics defined as mean (Confidence) and
standard deviation (Variability) of the probabilities
estimated by the model for a given label across
epochs (Swayamdipta et al., 2020). We provide de-
tailed definitions of both in Appendix I.1. The data
are then categorized as easy-to-learn, ambiguous,
and hard-to-learn according to the two metrics.
It is hypothesized that the hard-to-learn region
usually contains mislabeled samples (Swayamdipta
et al., 2020). We apply the same threshold es-
timation strategy as proposed in Section 3.2 to
estimate the Confidence thresholds for filtering out
noisy samples. Specifically, the Eq. 9 in Algo-
rithm 1 is replaced by Eq. 10. Table 5 presents
the experimental results for the two metrics by us-
ing RoOBERTa-TopNeg as the base model for both
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DS instance: [Union]p ¢ officials from the [Public Service Association]org ( PSA ) were unavailable for comment.
HA instance: Union officials from the [Public Service Association]prg ( [PSAlorg ) were unavailable for comment.
Qurs: [Unien|p p officials from the [Public Service Association]prg ( [PSA]r N ) were unavailable for comment.

DS instance: Orioles’s bench coach
HA instance: [Orioles]prg’s bench coach

Qurs: [Orioles]r v s bench coach [[Andy]p p Etchebarren]|ry will manage the club in

Etchebarren will manage the club in ’s absence.
will manage the club in ’s absence.
’s absence.

Table 4: Case study for the CONLLO03 dataset. “DS” denotes the distantly annotated instances and “HA” denotes the
Human-Annotated instances. The FN and FP are the identified false negative and false positive annotations in DS

data by our method, which are removed during training.

CoNLLO3  WikiGold WNUTI6 BCS5CDR
AUM 85.50 60.01 54.45 81.50
Conf. 83.35 58.55 52.62 80.16

Table 5: Comparative F1-score results of AUM-based
and Confidence-based (“Conf.”) training dynamics.

cleaning and evaluating. We observe that the two
metrics exhibit very similar performance. This is
because samples with low AUM values also have
relatively low confidence scores, indicating they
are hard-to-learn samples. Figure 9 in Appendix
1.2 demonstrates a significant overlap between sam-
ples with low AUM values and those with low
confidence values.

7 Conclusion

In this paper, we propose DynClean, a training
dynamics-based cleaning approach for distantly su-
pervised NER tasks. Unlike most existing methods
that focus on learning from noisy labels, DynClean
aims to improve the quality of data generated by
distant supervision annotation. DynClean leverages
the model behavior on each sample during the train-
ing to characterize samples, thereby locating both
false positive and false negative annotations. Exten-
sive experiment results show that models trained on
our cleaned datasets achieve improvement ranging
from 3.19% to 8.95% in F1-score; it also outper-
forms SOTA DS-NER works by significant margins,
up to 4.53% F1-score, despite using fewer samples
in training.

Limitations

Our method employs a span-based NER model,
which has lower inference efficiency compared to
token-based NER models. Although our proposed
DynClean method achieves better performance than
more sophisticated approaches, DynClean has high
performance requirement on the model used for
calculating accurate training dynamics, which may
increase the computational cost. Considering the
effectiveness of performance improvement, we be-
lieve the additional computational costs are accept-

able. Developing strategies to reduce the perfor-
mance requirements for cleaning will increase the
applicability of our method. Additionally, while
our method successfully identifies numerous false
samples, it may also inadvertently discard correctly
labeled but hard samples. A future research di-
rection involves refining our approach to better
distinguish between false and hard samples. Fur-
thermore, employing a noise-robust loss function
on identified “noisy” samples may enhance model
performance than simply removing them.
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A Datasets statistics

Table 6 presents the statistics of the used four
datasets. “# Sent.” denotes the number of sen-
tences and “# Entity” indicates the number of en-
tities (positive span samples) in the datasets. All
the training sets are annotated by distant supervi-
sion, and the development and test sets are human
annotated. The entity types number of CoONLLO03,
WikiGold, WNUT16, and BC5CDR are 4, 4, 10,
and 2. CoNLLO03 and WikiGold are the general do-
main NER. WNUT16 is open domain NER dataset
and BC5CDR is biomedical domain NER dataset.

Datasets CoNLL03  WikiGold WNUTI6 BCS5CDR
Train # Sem. 14,041 1,142 2,393 4,560
# Entity 17,781 2,282 994 6,452
Dev # Ser}t. 3,250 280 1,000 4,579
# Entity 5,942 648 661 9,591
Test # Ser}t. 3,453 274 3,849 4,797
# Entity 5,648 607 3,473 9,809

Table 6: Statistics of four DS-NER datasets.
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Figure 4: AUM distributions of positive samples and
positive threshold samples.
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Figure 5: AUM distributions of negative samples and
negative threshold samples.

AUM £ Yile in AUM %ile in
Dataset threshold samples DS data
Positive  Negative Positive  Negative
CoNLLO3 100% 90% 26.7% 1.5%
WikiGold 100% 90% 28.3% 0.5%
WNUT16 100% 90% 9.8% 0.1%
BC5CDR 90% 90% 1.3% 0.9%

Table 7: The percentile of the threshold values obtained
through our proposed method in the threshold samples,
and the corresponding percentile of the threshold values
in the DS data.

B Effectiveness of threshold estimation
strategy

Estimating the thresholds using threshold samples
proves more consistent than direct tuning on the
original DS data. Figure 4 and 5 illustrates the dis-
tribution of AUM values for both threshold samples
and original DS samples in the CoNLLO03 dataset.
The gray lines in the figure represent the AUM
threshold values corresponding to the kpos and kpeg
percentiles in threshold samples. Subsequently,
samples with values lower than these threshold
values (i.e., below the gray lines) in the original
DS-NER dataset are eliminated during model train-
ing. In this case, the tuned percentiles are 100% for
positive and 90% for negative in threshold samples.
However, if tuning is performed directly on the orig-
inal DS-NER dataset, the corresponding percentiles
are 26.7% for positive and 1.5% for negative. Com-
pared to those in threshold samples, which mimic
the training dynamics of mislabeled samples, these
percentiles are more challenging to obtain. Table 7
shows the corresponding percentiles of threshold
values in threshold samples and original DS sam-
ples for all tested datasets. It is observed that the
percentile selection in our method exhibits greater
consistency. In contrast, the corresponding per-
centiles in the original DS-NER datasets are very
dataset-dependent. This variation arises due to the
differing noise distributions in DS-NER datasets,
which complicates the direct tuning of percentile
choices in the original datasets.

C Additional Experimental Settings

C.1 Additional Experimental Settings of
DynClean

For a fair comparison, we use the same versions
of the encoders in the above baselines. bert-
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base-cased* as BERT, roberta-base® as RoOBERTR,
and biobert-base-cased-v1.1* as BioBERT. For all
tested span-based NER models, we use the same
combnition of hyperparameters for all datasets: the
learning rate is set as le-5; the training batch size
is 16, and the maximum span length L is set as §;
2 layers of feed-forward neural networks (FFNN)
is employed as the classifier and the hidden size
is set as 150, and the dropout rate is set as 0.2;
the learnable width embedding size is 150. When
using the TopNeg, we set the top-N, as 5% as
suggested by (Xu et al., 2023). For CoNLLO3,
BC5CDR, the training epoch E in 1 is 5. For
WikiGold and WNUT16, the training epoch E is
10. Except for AutoNER, all other DS-NER base-
lines use the dev set for hyperparameter tuning. We
follow this setting to tune the kyee and kpos for each
dataset. Experiments were conducted using a single
NVIDIA RTX 8000 GPU card with PyTorch 2.10.0,
and the reported results represent the average of
five runs, each with a different random seed. The
average running time on the CoNLLO03 dataset is
78 seconds/epoch.

C.2 Experimental Settings of LLLMs

We implement the ChatGPT (gpt-3.5-turbo) and
LLama-3.1-70B with zero-shot setting as in the
distantly supervised NER task without any access
to human annotated training label. The Llama-3.1-
70B is ran on two A100 80G GPUs and uses the
exactly same prompts of ChatGPT. For each dataset,
we randomly sampling 200 samples from the text
set each time. Our experiments were repeated five
times and the results were averaged. We follow
the prompt setting used in (Qin et al., 2023) as
illustrated in Figure 6.

For the Distantly-Annotation from ChatGPT, we
tested BCSCDR and CoNLLO03. The tottal cost of
API usage is 20.58 dollars.

D Impact of TopNeg on Human
Annotated Data

In Table 8, we show the results of training the span-
based NER models with and without TopNeg on
the Human-annotated (HA), Distantly Supervised
(DS), and our best-cleaned CONLLO3 (Dj) datasets.
We can observe that better performance is obtained
when not using TopNeg on HA data. When training

2https://huggingface.co/bert—base—cased
3https://huggingface.co/roberta-base
4https://huggin‘gface.co/dmis—lab/biobert—v 1.1

;' Please identify Person, Organization, Location and Miscellaneous \\‘

i Entity from the given text.
i Text: All four teams are level with one point each from one
! game.

Figure 6: The prompts and input formats for our experi-
ments. The shown example is based on the entity types
of CoNLLO3 dataset.

Training Data ~ Model P R F1
BERT 89.71 90.32  90.01
HA BERT-TopNeg 84.25 9223 88.06
RoBERTa 90.05 9248 91.25
RoBERTa-TopNeg 87.81 92.74 90.21
BERT 89.75 63.08 72.09
DS BERT-TopNeg 7942 79.77 79.58
RoBERTa 90.16 65.88 76.13
RoBERTa-TopNeg 82.95 78.56  80.7
BERT 87.29 80.40 83.70
Ours BERT-TopNeg 85.71 81.16 83.37
’ RoBERTa 87.64 82.67 85.08
RoBERTa-TopNeg 86.34 83.17 84.72

Table 8: Comparisons on Human-annotated (HA),
Distantly Supervised (DS), and our cleaned data of
CoNLLO3 for training.

models on our denoised DS data, without TopNeg
perform better as well. But TopNeg improves
the models on the DS data. This indicates that
our distant label cleaning method removes a large
enough amount of false negatives.

E LLMs as Distant Annotator

We used the predictions of the open-source Llama-
3.1-70B on CoNLLO3 as distant labels. We follow
the experimental settings in Section 5.2 to train
RoBERTa and our DynClean using this data. The
experimental results are shown in Table 9. We
found that, because Llama-3.1-70B outperformed
KB-Matching, our model achieved further improve-
ments. This demonstrates the feasibility of com-
bining our method with LLM predictions as distant
labels to enhance the DS-NER performance.

F Applying Self-Training on Cleaned
Data

In this section, we study the integration of our
proposed data cleaning approach with self-training
method to enhance the overall performance of NER.
We apply the self-training framework the same as
(Liang et al., 2020) on the best-cleaned version of
each dataset.

The results are shown in Table 10. As demon-
strated in the Table, applying self-training to our
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P R Fl1

Llama-3.1-70B 71.08 83.37 76.74
RoBERTa 86.84 76.04 81.07
OursRoBERTa 92.41 85.05 88.58

Table 9: Results of DynClean and RoBERTa trained
on the distant labels from Llama-3.1-70B of CoNLLO03
dataset.

Method CoNLL03 Wikigold WNUT16 BC5CDR
BOND 81.48 60.07 48.01 75.60
DesERT 86.95 65.99 52.26 -
DesERT* 86.72 64.49 51.24 80.21
Ours 85.50 60.01 54.52 81.50
Ours-ST 86.68 65.59 55.03 81.79

Table 10: Comparisons of models trained on our cleaned
dataset (“Ours”) and applying self-training for further
improvement (“Ours-ST”) with other advanced self-
training based methods. BOND refers (Liang et al.,
2020), DesERT refers (Wang et al., 2024) and DesERT*
refers the results we reproduced.

label-cleaned dataset led to further performance
improvements across all datasets. Our approach
achieved performance parity with DesERT on both
CoNLLO03 and WikiGold. Moreover, we observed
even more improvements on the remaining two
datasets compared with DesERT. Notably, DesERT
employs a more complex framework including two
pre-trained language models (RoBERTa-base and
DistilRoBERTa) and several sophisticated com-
ponents (double-head pathway, dual co-guessing
mechanism, worst-case cross-entropy loss and joint
prediction) (Wang et al., 2024). These structures
also increase the difficulty of training the model. In
contrast, our self-training uses just a streamlined
self-training approach with a single RoOBERTa-base
model and standard cross-entropy loss as described
in Section 3.1. When reproducing their results,
we found that we could not fully achieve their re-
ported performance. Comparing with DesERT*,
ours achieved better performance on three datasets
(Wikigold, WNUT16, and BC5CDR).

G Ablation Study on Other Datasets

Cleaning positive/negative only. Table 11 shows
the performance when only cleaning either negative
samples or positive samples for each remaining
dataset. The results demonstrate the necessity
of simultaneously removing both types of noisy
annotation to create better distant labels for each
dataset.

Varying threshold sample percentile. Figure 7
presents the performance and the number of dis-

carded samples associated with various percentiles
on the remaining datasets. The results shows the
kpos and ke are relative consistent across different
datasets.

H Additional Analysis

H.1 Effectiveness of Cleaning

To further understand the effectiveness of our
cleaning method, we using the human annotated
CoNLLO3 data as ground truth to annotated labels
in DS and Cleaned DS D)}, respectively. We then
compute the number true positive labels and false
labels (both false negative and false positive) in in
DS and Cleaned DS. We provide the results in Table
12. In the Table 12, the “# Pos.” denotes the correct
positive labels for each class. “# False Neg. + #
False Pos.” are two types of noisy samples, where
the “# False Pos.” refers to incorrect labels for each
positive class (e.g., a PER span is labeled as LOC
span or non-Entity span), “# False Neg.” refers to
an entity span missed by distant supervision (e.g.,
a PER entity is not in the knowledge base, but
exists in the text). Considering both is because the
DS-NER performance is impacted by two kinds of
noise, i.e., false negatives and false positives.

We can find that our methods signficantly reduce
the total number of false annotations in original DS
data. This is also why our method can improve the
performance. Particularly, we notice that there is a
large number of missing annotations of MISC class,
i.e., 2541 false negatives, in the distant supervision
step. Thus, the small number of positives and the
large number of false negatives cause the model
to overfit when trained on the original DS data.
After cleaning, we significantly decrease the num-
ber of false annotations, resulting the performance
increases from 29.96 to 73.20 F1 score as shown in
Figure 2.

H.2 Effectiveness of Noise Cleaning on
WikiGold

We conduct similar noise cleaning analysis on
WikiGold, as it has lower KB-Matching perfor-
mance. We using the original DS and cleaned DS
D, of WikiGold to train the ROBERTa and plot the
class-wise performance curve on dev set, as shown
in Figure 8. We find that the model trained on
our cleaned data consistently outperforms across
classes than the model trained on original DS data,
though we used less (but of higher-quality) training
data.
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WikiGold WNUTI16 BC5CDR
Training Data P R F1 P R F1 P R F1
D’ 60.94 5931 60.09 5822 5135 5452 80.02 83.06 81.50
Dieg 5278 60.96 56.58 5624 4843 52.04 7645 8429 80.18
Dios 59.16 5535 57.19 6254 4524 5249 90.76 6692 77.04
60.63 44.65 5142 62772 4345 51.34 8944 6757 7698

Table 11: Results of only cleaning either negative samples or positive samples. D’ is the cleaned dataset with
both and D is the original distant data. D/ . and D)., denote cleaned datasets only consider positive samples and

pos neg
negative samples, respectively.
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Figure 7: Ablation of varying percentile in threshold samples to compute the thresholds on different datasets.
Subfigure (a) and (b) represent the WikiGold dataset, subfigure (c) and (d) represent the WNUT16 dataset, and

subfigure (e) and (f) represent the BCSCDR dataset.
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Figure 8: The performance curve for each class of WikiGold when training with the original DS and cleaned DS D}
and testing on the dev set. “ORG”, “PER”, “LOC”, and “MISC” represent the entity types of organization, person,

location, and miscellaneous, respectively.

Similar to Appendix H.1, we compute the num-
ber of true positive labels and false labels (both false
negative and false positive) in in DS and Cleaned
DS. Table 13 shows the detailed cleaning effective-
ness. We can find that our method also signficantly
reduces the total number of false annotations in
original DS data. Thus, the models trained our
cleaned dataset achieve better performances.

ORG MISC PER LOC

# Pos. 715 440 704 421

DS # True Pos. 240 159 358 335

# False Pos. + False Neg. 745 529 567 325

# Pos. 511 382 399 365

Cleaned DS # True Pos. 195 143 324 322
# False Pos. + False Neg. 507 418 176 138

Table 13: The number of positive labels, the number of
true positives, and the corresponding number of false
positives and false negatives for each entity type. The
results are obtained by comparing the human annotated
labels with DS and Cleaned DS Dy, respectively.
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ORG MISC PER LOC

# Pos. 4128 786 7535 5327

DS # True Pos. 3754 786 4782 5326

# False Pos. + False Neg. 2668 2541 4565 1500

# Pos. 3387 709 3933 5070

Cleaned DS  # True Pos. 3241 709 3446 5069

# False Pos. + False Neg. 293 481 552 388

Table 12: The number of positive labels, the number of
true positives, and the corresponding number of false
positives and false negatives for each entity type. The
results are obtained by comparing the human annotated
labels with DS and Cleaned DS D), respectively.

I Other Training Dynamic Metric
LI.1 Definition of Confidence and Variability

The “Confidence” score is defined as the mean
model probability of the assigned label y* (potential
error) across epochs:

E
1

A , * [ P , * 10

ACx.Y") EZI xy) (10
Where P denotes the model’s probability at the

end of ¢’ epoch during training. The “Variability”

is defined as the standard deviation of P across

epochs E:

E fle) A V)
NN PP (P(y |>2 A(x, y*)) (11

These two metrics are used to evaluate the char-
acteristics of each individual sample. When using
in our DynClean, we directly replace the 9 with 10
in Algorithm 1.

1.2 Data Map Visulization of AUM and
Confidence
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Figure 9: Data Map of the positive samples in CONLLO3.
We can find that the samples with lower AUM values
are mainly in the hard-to-learn region.

We visualize the AUM values with their data map
as defined by (Swayamdipta et al., 2020) in Figure 9
for positive samples of CONLLO03. We observe that
existing a significant overlap between samples with
low AUM values and those with low Confidence
values. This futher shows that the two metrics have
very similar effects on identify false samples.
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