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Inflorescences are flower-bearing shoots that develop upon per-
ception of inductive seasonal and endogenous cues during the re-
productive phase of development. Inflorescence architecture 
contributes to reproductive fitness of flowering plants by control-
ling time to flowering and seed set (1, 2). Across different plant 
species, inflorescence architecture types are classified as deter-
minate (e.g., the panicle in rice) or indeterminate (e.g., the ra-
ceme in Arabidopsis thaliana, hereafter shortened to Arabidop-
sis) (3, 4). Inflorescence determinacy is an important agronomic 
trait and has been selected for multiple times in crop breeding as 
it allows for shorter growth cycles, higher planting densities and 
ease of harvest (2). Determinate inflorescences generally differ-
entiate into a terminal flower at the shoot tip and stop producing 
new lateral organs, while indeterminate inflorescences maintain 
their stem cell pool in the apical inflorescence meristem and con-
tinue to produce lateral meristems at their flanks until senes-
cence (Fig. 1A). In Arabidopsis, inflorescence development hap-
pens in two phases (5). In the first inflorescence phase (I1 phase), 
lateral meristems give rise to leaves and to axillary meristems that 
develop into indeterminate shoots (Fig. 1A). Subsequently in the 
I2 phase, lateral meristems produce determinate flowers (Fig. 
1A). This lateral meristem identity switch is triggered by florally 
inductive seasonal cues such as long day photoperiod (6, 7). 

By contrast, inflorescence meristem indeterminacy is insensi-
tive to environmental perturbation (6–11). How the inflorescence 
meristem is buffered from floral inductive cues is not understood. 
It is also unclear how two different meristems in close proximity 

at the shoot apex (the lateral meristem and the inflorescence me-
ristem; Fig. 1, A and B, and fig. S1A) produce opposite responses 
to systemic signals that promote floral fate in inductive environ-
mental conditions (12). Diverse qualitative models have been pro-
posed (13), yet mechanistic insight is lacking. Using combined ex-
perimental data and computer modeling, we uncover a negative 
feedback loop in the center of the inflorescence meristem that 
acts in proportional response to the strength of the floral induc-
tive signal. This feedback loop, involving the pioneer transcription 
factor LEAFY (LFY) and the transcriptional co-repressor TERMINAL 
FLOWER1 (TFL1) (7, 14), enables the dynamic and precise control 
of LFY accumulation, thereby preventing inflorescence meristem 
termination. Our combined findings provide a mechanism for ro-
bust maintenance of inflorescence meristem indeterminacy. We 
further show that this negative feedback loop is blocked in lateral 
meristems, thereby allowing opposite responses to the same sys-
temic signal in two meristem types that are in close proximity. 

Shoot indeterminacy relies on a conserved cis-regulatory re-
gion of TFL1 

TFL1 is the key evolutionary conserved, promoter of meristem 
indeterminacy in flowering plants (2, 15) (Fig. 1A). In tfl1 mutants, 
all indeterminate shoot meristems are converted to determinate 
flowers (Fig. 1A and fig. S1A). TFL1 mRNA and protein are present 
in all shoot meristems but expression increases specifically in the 
I2 phase inflorescence meristem when the inflorescence starts 
producing flowers (Fig. 1B) (16–18). We observed that TFL1 is 
transcribed below the stem cell organizing center in a U-shaped 
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region (Fig. 1B and fig. S1B). The domain of TFL1 protein accumu-
lation was broader, consistent with its ability to move between 
cells (fig. S1, C and D) (17, 19). 

We sought to identify cis-regulatory regions of TFL1 that might 
be responsible for inflorescence meristem indeterminacy. The 3′ 
intergenic sequences of TFL1 are key regions for controlling ex-
pression (20–22). We focused on three conserved 3′ regions of 
TFL1, regions V (456 bp), VI (700 bp), and VII (527 bp) that are 
occupied by many transcription factors, as shown by published 
chromatin immunoprecipitation sequencing (ChIP-seq) and DNA 
affinity purification sequencing (DAP-seq) datasets (23) (Fig. 1C). 
Further, these regions largely overlap with three regulatory 
blocks previously defined (21) through phylogenetic shadowing 
and 3′ TFL1 locus truncations (Fig. S2A). To assess the functional 
contribution of each region to inflorescence architecture, we gen-
erated genomic TFL1 constructs (gTFL1-mEGFP) with one regula-
tory region deleted (dV, dVI, or dVII gTFL1-mEGFP) (fig. S2B) and 
tested for their ability to rescue the inflorescence phenotypes of 
the tfl1-1 null mutant. As expected, gTFL1-mEGFP rescued the 
terminal flower phenotype of tfl1-1 in most primary trans-
formants (85.7%, n=28; Fig. 1D and fig. S3, A and B). Transgenes 
lacking either region V or VI similarly achieved near-complete res-
cue (92.9%, n=28, and 83.9%, n=31, respectively). However, dele-
tion of region VII (dVII gTFL1-mEGFP) failed to rescue the inflo-
rescence meristem termination of tfl1-1 (0%, n=27), although 
other aspects of the tfl1-1 mutant phenotype were restored (Fig. 
1, A and D; and figs. S3, A and B, and S4, A and B). To confirm the 
importance of region VII, we generated CRISPR deletions (24) at 
the endogenous TFL1 locus (fig. S2C). Two independent criVII mu-
tants lacking most of region VII also developed terminal flowers 
(0% indeterminacy, n≥10) (Fig. 1E and figs. S2C and S3, B and C) 
but did not display other tfl1 mutant phenotypes (fig. S4, C and 
D). 

ChIP-seq data (14) revealed that the LFY transcription factor 
directly binds TFL1 regulatory region VII (Fig. 1C). LFY is known to 
be a pioneer transcription factor that promotes floral fate in me-
ristems (14) and LFY gain-of-function inflorescences phenocopy 
tfl1 mutants, and vice versa (5, 15, 25, 26). To test whether LFY 
contributes to TFL1 regulation through region VII, we next 
searched for putative LFY binding sites in region VII using pub-
lished motif prediction tools (27, 28) and mutated these se-
quences within the genomic rescue construct (mLFYBS, fig. S2, B 
and D). Similar to dVII gTFL1-mEGFP tfl1-1, most mLFYBS gTFL1-
mEGFP tfl1-1 plants formed determinate inflorescences (12.9% 
indeterminacy, n=31) (Fig. 1F and fig. S3, B and D) while rescuing 
all other shoot phenotypes of tfl1-1 (fig. S4, E and F). These results 
indicate that LFY binding sites account for most of the effect of 
region VII deletion (Fig. 1, D and F). Supporting this, ChIP–quanti-
tative polymerase chain reaction (qPCR) using an anti-LFY anti-
body (29) showed that LFY binding to mLFYBS gTFL1-mEGFP was 

abolished (fig. S2E), indicating that all LFY binding sites were suc-
cessfully mutated. Together, these results identify region VII of 
TFL1 and its LFY binding motifs as a critical regulatory elements 
for repressing terminal flower formation. 

Region VII and its LFY binding sites promote TFL1 accumula-
tion 

To assess how region VII and its LFY binding sites influence 
TFL1 expression during developmental transitions, we analyzed 
TFL1-mEGFP accumulation in the inflorescence meristem in fixed 
longitudinal tissue slices collected at different developmental 
time points (Fig. 1, G and H). To avoid experimental biases, we 
selected representative homozygous transgenic plants (Fig. S3, E 
and F, and Methods). Prior to flower formation (I1 phase, Fig. 1A), 
dVII gTFL1-mEGFP tfl1-1 and mLFYBS gTFL1-mEGFP tfl1-1 plants 
showed TFL1 accumulation levels comparable to those of the 
gTFL1-mEGFP tfl1-1 control (Fig. 1G and fig. S5A). As expected, at 
the onset of flower formation (I1-to-I2 transition), gTFL1-mEGFP 
fluorescence increased in the inflorescence meristem (Fig. 1, G 
and H, and fig. S5, A and B). In contrast, both dVII gTFL1-mEGFP 
and mLFYBS gTFL1-mEGFP protein levels decreased during the I1-
to-I2 transition, with low levels persisting thereafter (Fig. 1, G and 
H, and fig. S5, A and B). Using mRNA fluorescence in situ hybridi-
zation based on hybridization chain reaction (HCR FISH), we found 
that the TFL1-mEGFP transcripts from dVII gTFL1-mEGFP and 
mLFYBS gTFL1-mEGFP were comparably reduced (Fig. 1I and fig. 
S5C). This decrease in TFL1 transcript abundance was also con-
firmed in criVII mutants carrying an endogenous deletion of re-
gion VII (fig. S5D). 

To determine whether this transcriptional down-regulation is 
a consequence of premature inflorescence meristem determi-
nacy, we analyzed dVII and mLFYBS gTFL1-mEGFP in a heterozy-
gous tfl1-1 background, where inflorescences remain indetermi-
nate (fig. S6A) (15). Despite maintaining inflorescence meristem 
indeterminacy, after the I1-to-I2 transition, these plants still 
showed reduced accumulation of versions of gTFL1-mEGFP that 
lacked region VII or its LFY binding sites (fig. S6, B and C). This in-
dicates that the observed loss of TFL1 expression is not a second-
ary effect of altered meristem fate. In summary, TFL1 regulatory 
region VII, and the LFY binding sites therein, are required for TFL1 
up-regulation and expression from the I1-to-I2 transition on-
wards. This regulatory input is required to maintain inflorescence 
meristem indeterminacy as plants transition to reproductive de-
velopment. 

LFY protein and mRNA are present in the inflorescence me-
ristem 

Our findings suggest a direct role for LFY in upregulating TFL1 
expression. Although prior studies and the widely used transla-
tional reporter pLFY-GLFY reported no LFY in the inflorescence 
meristem center where TFL1 is transcribed (16, 30–33) (fig. S7A), 
we employed complementary methods with high sensitivity and 
specificity to test LFY protein and TFL1 transcript overlap in the 
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inflorescence meristem during the I2 phase. CRISPR gene target-
ing/knock-in to tag endogenous LFY with mScarlet-I revealed low 
but reproducible LFY-mScarlet-I protein in the inflorescence me-
ristem center (Fig. 2A and fig S7A). A similar pattern was observed 
in our genomic LFY reporter (gGLFY) (fig. S7, A and B) (7), further 
validating the result. Next, we directly compared LFY protein and 
TFL1 transcript distribution by combined immunohistochemistry 
and RNA FISH in a single optical section. Nuclear-localized LFY pro-
tein was clearly detectable in the inflorescence meristem center, 
fully overlapping with the TFL1 mRNA domain (Fig. 2B). No im-
munohistochemistry signal was present in the lfy-1 null mutant, 
confirming the specificity of the LFY antibody (29) (fig. S7C). Given 
that LFY protein can move between cells (31, 32), we next asked 
whether LFY is transcribed in the inflorescence meristem center. 
In individual optical sections of wholemount FISH samples, LFY 
mRNA was detected in the TFL1 expression domain in the inflo-
rescence meristem center (Fig. 2C). Similarly, mScarlet-I RNA was 
present in the center of the inflorescence meristem in gene tar-
geted LFY-mScarlet-I plants, but not in the wild type (fig. S7D). 
Thus, in contrast to prior data, we found that LFY is transcribed at 
the I2 stage in the inflorescence meristem center domain where 
TFL1 is expressed. 

TFL1 mRNA and protein levels were decreased in lfy loss-of-
function mutants, suggesting that the presence of LFY is neces-
sary for TFL1 accumulation in the inflorescence meristem (Fig. 2D 
and fig. S7, E and F). This prompted us to take a closer look at the 
commonly used pLFY-GLFY reporter in the null lfy-12 background 
(30, 31). pLFY-GLFY plants displayed the expected LFY protein and 
mRNA accumulation in flower primordia (Fig. 2E and fig. S7B). 
However, neither GLFY RNA nor protein accumulated in the inflo-
rescence meristem center (Fig. 2E and fig. S7B). pLFY-GLFY differs 
from gGLFY in that it does not contain the two LFY introns (7, 31) 
(fig. S7A), suggesting that intronic regulatory regions are required 
for LFY transcription in the inflorescence meristem center. We 
found no evidence of pLFY-GLFY protein movement from meri-
stems or young flower primordia into the inflorescence meristem 
(fig. S7, B and G). Loss of LFY protein specifically in inflorescence 
meristem center negatively impacted TFL1 expression, which was 
only weakly detected at the border of the peripheral LFY express-
ing domain in pLFY-GLFY lfy-12 (Fig. 2E and fig. S7H). We conclude 
that LFY transcription in the center of the inflorescence meristem 
is required for TFL1 up-regulation and expression from the I1-to-
I2 transition onwards. 

To further clarify the temporal dynamics of TFL1 and LFY 
mRNA accumulation during inflorescence development we con-
ducted RNA FISH at different stages of inflorescence development 
in wild-type plants (Fig. 2F and figs. S8 and S9). During the I1 
phase, TFL1 was expressed at low levels in the subapical domain 
of the inflorescence meristem and in axillary meristems and LFY 
was absent from these regions (Fig. 2F and fig. S8, A to C), con-
sistent with region VII-independent accumulation of TFL1 at this 

stage (figs. S3, E and G; S5A; and S8, A and C). Only during and 
after the I1-to-I2 transition was LFY expression detected in the 
center of the inflorescence meristem where TFL1 is up-regulated 
(Fig. 2F and fig. S9). Taken together, our data link spatiotemporal 
transcription of LFY to up-regulation of its direct target TFL1. 

TFL1 and LFY form a negative feedback loop 
Although our data show that LFY directly up-regulates TFL1 in 

the center of the I2 phase inflorescence meristem, TFL1 and LFY 
are known to have opposite roles in inflorescence indeterminacy 
(5, 15, 25, 26). Moreover, we previously showed that TFL1 re-
presses LFY (7). To reconcile these findings, we hypothesized that, 
rather than operating in a simple antagonistic or mutually exclu-
sive manner (13), LFY and TFL1 may instead participate in a nega-
tive feedback loop in the inflorescence meristem. In this loop, LFY 
activity would promote TFL1 expression, while TFL1 would in turn 
repress LFY transcription. If such a regulatory loop exists, then 
transiently perturbing one component (LFY or TFL1) should lead 
to predictable changes in the other. 

To test this model, we selectively perturbed each node. First 
we expressed a dexamethasone inducible artificial microRNA 
against LFY in the TFL1 expression domain (amiRLFY) of gGLFY lfy-
1. After 20 hours of treatment, gGLFY expression was reduced in 
the inflorescence meristem (Fig. 3, A and B, and fig. S10, A to C). 
This was accompanied by a dramatic reduction in TFL1 mRNA lev-
els, consistent with a promotive role for LFY (Fig. 3, A and B, and 
fig. S10, A to C). Supporting this, dexamethasone-induced ele-
vated LFY accumulation in the nucleus (35S:LFY-GR) (29) broadly 
increased TFL1 expression in the inflorescence meristem within 
20 hours (fig. S11, A to D). This induction was abolished by mutat-
ing or deleting region VII of TFL1 (fig. S11E), as expected (Fig. 1, D 
and F, and fig. S2E). To test the reciprocal interaction, we devel-
oped an estradiol inducible anti-GFP degron system and success-
fully depleted TFL1-GFP protein within 20 hours of inducing deg-
radation (Fig. 3, C and D, and fig. S10D). This resulted in a signifi-
cant increase in LFY transcript levels in the inflorescence meri-
stem center, consistent with a repressive role for TFL1 (Fig. 3, C 
and D, and fig. S10, D and E). Similarly, in plants that ectopically 
express TFL1 in the inflorescence, we observed reduced LFY ex-
pression in the inflorescence meristem (fig. S12, A to C). These 
complementary experiments support a model in which LFY and 
TFL1 regulate each other, forming a dynamic negative feedback 
loop. 

To further investigate the regulatory logic of this loop, we de-
veloped a unitless (non-dimensionalized) computational model 
using delay differential equations to describe the mutual regula-
tion of LFY and TFL1 in both wild-type and mutant backgrounds 
(Fig. 3, E to H, and supplementary text). Model parameters were 
tuned to fit experimental observations, resulting in N=20,000 ac-
cepted parameter sets (figs. S13A and S14A). We then simulated 
the effect of perturbing TFL1 or LFY production and degradation 
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(Fig. 3I and figs. S11G and S12D). The model accurately recapitu-
lated the positive correlation between a change in LFY accumula-
tion and that of TFL1 (simulated amiRLFY, pLFY-GLFY, and induci-
ble LFY overexpression) (Fig. 3I and fig. S11G) and the negative 
correlation between changes in TFL1 and LFY levels (simulated 
TFL1 degron, and TFL1 overexpression) (Fig. 3I and fig. S12D), in 
agreement with our experimental data (Figs. 2 and 3 and figs. S11 
and S12). 

Although negative feedback loops can produce oscillatory be-
havior (34), strong oscillations (defined as >10% deviation from 
the midpoint value in the final portion of the simulation) were 
rare across the accepted parameter sets (figs. S13B and S14B). 
Global sensitivity analyses revealed that in addition to their indi-
vidual degradation rates, LFY levels are primarily governed by its 
own basal production rate, while TFL1 accumulation was most 
sensitive to both LFY-independent and LFY-dependent production 
rates (fig. S14C). 

We next used the model to make testable predictions beyond 
the scope of the criteria used to evaluate parameter sets. Simula-
tions suggested that loss of LFY regulation of TFL1 should lead to 
increased LFY accumulation, in addition to decreased TFL1 levels 
(Fig. 3I, lfy mutant and dVII tfl1). In other words, specific manipu-
lation of a given node in the feedback loop should uncover tran-
scriptional feedback to that node. We validated this prediction in 
plants whose genotype allows us to monitor transcriptional re-
sponse when protein activity is reduced or lost. Using dVII gTFL1-
mEGFP tfl1-1 and mLFYBS gTFL1-mEGFP tfl1-1 plants, we indeed 
observed elevated LFY transcript levels in the center of the inflo-
rescence meristem relative to the control, as well as reduced TFL1 
accumulation (Fig. 3, J to M). Similarly, weak lfy-2 missense mu-
tants displayed increased accumulation of non-functional LFY 
transcripts in addition to reduced accumulation of TFL1 tran-
scripts (fig. S15, A to D). The model also predicted that tfl1 mu-
tants should show increased TFL1 levels in addition to increased 
LFY transcript accumulation (Fig. 3I). Indeed, the inflorescence 
meristem of the strong tfl1-1 missense mutants had elevated ac-
cumulation of nonfunctional TFL1 (17) and of functional LFY tran-
scripts (16) prior to terminating. Likewise, inducible depletion of 
TFL1-GFP protein in the inflorescence meristem triggered in-
creased transcription of both TFL1 and LFY (fig. S15, E to H). To-
gether, the experimental results and simulations consistently 
showed that perturbing the function of one component feeds 
back to influence its own expression via the other node, strongly 
supporting the existence of a LFY-TFL1 negative feedback loop 
mechanism in the inflorescence meristem from the I1-to-I2 tran-
sition onwards. 

Finally, we examined the effect of the LFY-TFL1 negative feed-
back loop on inflorescence (in)determinacy phenotypes. It is 
known that constitutive LFY overexpression causes inflorescence 
meristem determinacy (25). Accordingly, genetic perturbations 
that trigger LFY over-accumulation in the inflorescence meristem 

center (TFL1 degron, dVII, and mLFYBS) (Fig. 3, C, D, and J to M) 
resulted in terminal flower formation (Fig. 1, D to F, and fig. 
S10G). In contrast, mutants that lose LFY function or accumula-
tion in the shoot center (lfy-1, amiRLFY or pLFY-GLFY lfy-12) do 
not terminate, despite failure to up-regulate TFL1 (fig. S7I and fig. 
S10F) (35). These findings indicate that LFY accumulation in the 
inflorescence meristem is a key output of the LFY-TFL1 negative 
feedback loop and that it governs the choice between determi-
nate or indeterminate fate in the inflorescence meristem (Fig. 3, 
E to H). 

Floral induction directs TFL1 up-regulation via LFY 
To connect the negative feedback loop to environmental cue-

mediated TFL1 up-regulation in the inflorescence meristem cen-
ter, we examined the response of I2 stage inflorescences to a 
strong floral inductive signal – far-red-enriched long-day photo-
period (FRP) (7, 8) (fig. S16A). After a 24-hour treatment, both 
TFL1 and LFY expression increased in the inflorescence meristem 
of wild-type plants (Fig. 4, A and B, and fig. S16, B and C). FRP 
promotes transcription of FLOWERING LOCUS T (FT) (36, 37), a 
mobile transcriptional co-activator also known as florigen (12). FT 
is a TFL1 paralog and acts as a systemic signal that moves from its 
site of production in the leaves to the shoot apex, where it pro-
motes floral fate (7, 12). FT is necessary for LFY induction by FRP 
and competes with TFL1 for access to the LFY locus (7). Consistent 
with a model where FT mediates the FRP photoperiod induced 
up-regulation of TFL1 and LFY, inducible expression of FT also trig-
gered up-regulation of both TFL1 and LFY in I2 phase inflo-
rescence meristem (Fig. 4, C and D, fig. S17, A to D). 

To determine whether the increase in TFL1 expression is a 
consequence of LFY up-regulation, we analyzed the effect of FRP 
induction or inducible FT overexpression in wild-type morphology 
plants containing TFL1 transgenes with or without LFY binding 
sites. As expected, gTFL1-mEGFP was strongly induced by FRP 
(Fig. 4E). In contrast, TFL1-mEGFP levels remained low in FRP-
treated dVII and mLFYBS gTFL1-mEGFP lines (Fig. 4E and fig. S16, 
D and E), indicating that region VII and the LFY binding sites it con-
tains are required for TFL1 activation by FRP. These same ele-
ments were also necessary for elevated TFL1 expression in re-
sponse to inducible FT overexpression (Fig. 4F and fig. S17, E and 
F). Together, these findings demonstrate that inductive photo-
period cues and FT promote TFL1 transcription through LFY. 

To capture these interactions computationally, we updated 
our model to include FT as input to the negative feedback loop 
and incorporated competition between FT and TFL1 for LFY locus 
binding (7) (Fig. 4G and supplementary text). We then parameter-
ized a 3-node model consisting of FT, LFY, and TFL1 (fig. S18A). 
Simulations using N=20,000 accepted parameter sets successfully 
recapitulated the observed increase in TFL1 and LFY expression 
levels upon elevating FT abundance (Fig. 4H). While the 3-node 
model behaved similarly to the previously described 2-node 
model (fig. S18, B to D), a global sensitivity analysis showed LFY 
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levels were more sensitive to FT-related parameters than to LFY’s 
basal production rate (fig. S18E). Taken together, our data and 
modeling suggest that TFL1 integrates floral cue intensity and FT 
levels via LFY. 

TFL1 up-regulation buffers LFY accumulation under strong 
floral inductive cues 

Shoot indeterminacy is insensitive to environmental perturba-
tion (6–11). We propose that the function of the LFY-TFL1 nega-
tive feedback loop is to dynamically buffer LFY transcript accumu-
lation, thereby ensuring robust maintenance of indeterminacy 
when florally-inductive signals and FT levels fluctuate, such as at 
the onset of flower formation. To rigorously test this hypothesis, 
we induced the I1-to-I2 transition in short-day-grown plants using 
a strong FRP photoperiod stimulus and assessed daily changes in 
LFY and TFL1 levels in the center of the inflorescence meristem 
via time-course whole-mount FISH. After a single 24-hour treat-
ment (+FRP), plants were transferred to long-day photoperiod 
(LD) to allow continued inflorescence development (fig. S19A). 

As expected, immediately after induction by FRP, both LFY and 
TFL1 levels increased in the inflorescence meristem (Fig. 5, A and 
B, and fig. S19B). One day later (+FRP+1LD), TFL1 levels increased 
further to reach their maximum, while LFY expression declined, 
consistent with a functional negative feedback loop (Fig. 5, A and 
B). By +FRP+2LD, the TFL1 level decreased, likely due to reduced 
LFY levels (Fig. 5, A and B). From +FRP+3LD onwards, the levels of 
TFL1 and LFY moved toward a steady state, and stabilized at levels 
approximately two-fold higher than their starting points (Fig. 5, A 
and B). Similar dynamics were also observed in transgenic rescue 
plants (gTFL1-mEGFP tfl1-1; fig. S20, A to C) and in wild-type 
plants exposed to strong floral cues later in development (fig. 
S21). Consistent with the presence of an intact feedback loop, all 
plants maintained inflorescence indeterminacy (figs. S19E and 
S20D). 

We next incorporated this experimental timeline into our 3-
node FT, LFY, and TFL1 computational model, using estimated FT 
inputs based on experimental treatments (Fig. 5, A and B, and fig. 
S19A) and known kinetics for FT protein levels under changing in-
ductive conditions (38) (supplementary text). Using the pulsed FT 
input, we re-parameterized the model, identifying N=1,617 sets 
of parameters that faithfully recapitulated the observed temporal 
dynamics of LFY and TFL1 accumulation in the wild type and did 
not alter other outcomes of the 3-node model (fig. S22). Incorpo-
rating the time-course data helped constrain the acceptable pa-
rameter space, particularly for LFY and TFL1 degradation rates 
(fig. S22A as compared to fig. S18A). 

Using the updated model, we simulated scenarios in which 
LFY activity was compromised, such as in deletion of region VII, lfy 
mutant or mutation of LFY binding sites. In all cases, the model 
predicted disruption of feedback loop dynamics, including a fail-
ure to re-establish steady-state expression due to insufficient 
TFL1 up-regulation, followed by LFY overaccumulation (Fig. 5F 

and fig. S22E). These predictions were then validated experimen-
tally. For instance, when LFY binding to the TFL1 locus is reduced 
by deletion of most of region VII via CRISPR editing (criVII, fig. 
S2C), TFL1 failed to accumulate at timepoint +FRP+1LD and, as a 
consequence, LFY over accumulated (Fig. 5C and fig. S19, B and 
C). Even stronger effects were seen in plants that lack the entire 
region VII (dVII gTFL1-mEGFP tfl1-1; fig. S20, A to C). Reduced TFL1 
accumulation and LFY overaccumulation were also observed in 
mLFYBS gTFL1-mEGFP tfl1-1 transgenic plants (fig. S20, A to C) 
and in lfy-1 mutants (fig. S19, B and D). Lastly, as expected, FRP 
triggered inflorescence meristem determinacy in all plant lines 
where the negative feedback loop is defective and that have a 
functional copy of LFY (i.e., criVII, dVII tfl1, and mLFYBS tfl1; fig. 
S19E and fig. S20D). These findings confirm that proper feedback 
loop dynamics are essential for the rapid return of LFY to a steady 
state, this buffers environmental cues that result in elevated FT 
levels and threaten shoot indeterminacy. 

To further probe the buffering capacity of the negative feed-
back loop, we tested its response to a two-fold change in TFL1 
gene dosage, as observed in phenotypically wild-type tfl1-1 het-
erozygotes (15). Gene dosage changes provide a physiologically 
relevant test for robustness in biological systems (39). The model 
predicted that this would affect the amplitude, but not the timing, 
of the negative feedback loop dynamics (Fig. 5G and fig. S22, E 
and F). Experimental data supported this prediction (Fig. 5D). 
Compared to wild type, tfl1-1 heterozygotes exhibited slightly el-
evated LFY and substantially increased TFL1 expression immedi-
ately following the stimulus. Near wild-type LFY levels are 
reached one day later, at the same time-point when the wild type 
displays reduced LFY accumulation (+FRP+1LD). One day later, 
TFL1 levels reach low steady-state levels in both genotypes. This 
suggests that the negative feedback loop dynamically increases 
TFL1 to compensate for reduced gene dosage, effectively curbing 
LFY overaccumulation in tfl1-1 heterozygote plants. 

At first glance, it may seem counterintuitive to couple the up-
regulation of the indeterminacy-promoting factor TFL1 to LFY, a 
key promoter of floral fate whose overaccumulation can trigger 
inflorescence meristem determinacy (25). To explore the biologi-
cal rationale for this configuration, we rewired the computer 
model (Fig. 5H) by eliminating LFY-mediated TFL1 regulation and 
instead constitutively elevated TFL1 levels. The rewired model 
failed to attenuate the LFY accumulation during the strong pulse 
of FT (Time 3; Fig. 5, H and I, and fig. S22E). This suggests that the 
buffering capacity of the system relies on dynamic TFL1 up-regu-
lation that occurs in parallel with rising LFY levels, thereby limiting 
LFY accumulation, especially under fluctuating environmental 
conditions (Fig. 5, H and I, and fig. S22E). In other words, the feed-
back loop enables TFL1 to be induced in proportion to the 
strength of floral signals, ensuring that peak LFY expression is sup-
pressed, LFY decays rapidly, and inflorescence meristem indeter-
minacy is preserved even in the face of strong inductive cues (Fig. 
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5I and fig. S22E). 
Exit from the negative feedback loop 
We next investigated how the LFY-TFL1 negative feedback 

loop behaves when LFY is strongly overexpressed, a condition 
known to trigger inflorescence determinacy (25). To do so, we an-
alyzed an allelic series of gLFY transformants displaying a gradient 
of expression levels (fig. S23, A to C) (40). In this series, 47.8% of 
the gLFY plants (n=46) formed terminal flowers very early (<1 cm 
bolt inflorescence). Whole-mount FISH in the remaining plants 
(n=22, at 1 cm bolt) revealed that when LFY levels were slightly 
elevated, LFY and TFL1 levels remained positively correlated and 
inflorescence meristems were indeterminate (fig. S23, A to C), 
consistent with an active LFY-TFL1 negative feedback loop. Trans-
formants showing higher LFY levels, however, displayed a de-
crease in TFL1 accumulation and failed to maintain inflorescence 
indeterminacy (fig. S23, A to C). To probe the limits of feedback 
regulation, we turned to computational modeling. Simulations in-
dicated that TFL1 up-regulation by LFY and LFY repression by TFL1 
saturate at high LFY levels (fig. S23, D and E). This saturation could 
limit the buffering capacity of the negative feedback loop. How-
ever, the model failed to reproduce the observed anti-correlation 
between LFY and TFL1 levels in the inflorescence meristem of 
gLFY T1 plants that converted to a terminal flower (fig. S23D). In-
deed, a reduction in TFL1 is also observed in terminating inflo-
rescence meristems of the tfl1-1 mutants (fig. S23F). Thus, loss of 
TFL1 expression likely requires additional factor(s), here termed 
X, that are directly or indirectly up-regulated by strongly elevated 
LFY and that repress TFL1 expression during inflorescence meri-
stem commitment to terminal flower fate (fig. S23G). To test this 
hypothesis, we extended our model to include the hypothetical 
factor(s) X, forming a 4-node regulatory circuit (fig. S24, A to E). 
Adding factor(s) X did not alter previous model outcomes but al-
lowed the model to predict exit from the negative feedback loop 
and the loss of TFL1 levels observed when LFY levels are strongly 
elevated (fig. S24, B to E). The expanded model provides a plausi-
ble mechanism for how LFY overaccumulation can overcome the 
buffering capacity of the negative feedback loop mechanism, re-
press TFL1, and initiate commitment to terminal flower fate. 

Context specific response of two meristems in close proxim-
ity 

Lateral meristems of the inflorescence rapidly adapt floral fate 
and determinacy in response to floral inductive cues and elevated 
FT, while the inflorescence meristem remains indeterminate. This 
raises a key question: how can two closely positioned meristems 
(the inflorescence meristem and lateral meristems at the shoot 
apex; fig. S1A) respond differentially to the same systemic signal? 
Both FRP and FT increased LFY expression in the inflorescence 
meristem and in the lateral meristems of I2 inflorescences (Fig. 4, 
A and C). However, we observed that while LFY strongly up-regu-
lated TFL1 in the inflorescence meristem in response to FRP or FT, 
it did not trigger activation of TFL1 expression in lateral meristems 

(Fig. 4, A, C, E, and F). Similarly, inducible LFY overexpression 
(35S:LFY-GR) up-regulated TFL1 in the inflorescence meristem but 
not in lateral meristems or flowers (fig. S11, C and F). These find-
ings support the idea that up-regulation of TFL1 by LFY is context-
dependent. In this scenario, lateral meristems are unable to sup-
port TFL1 up-regulation by LFY because they lack an activator or 
express a repressor of this program. 

In our 4-node model above, we introduced hypothetical fac-
tor(s) X that repress TFL1 expression in response to strongly ele-
vated LFY levels during inflorescence meristem termination (figs. 
S23G and S24). This switch from direct activation to indirect re-
pression of TFL1 by LFY provides a mechanism for exiting the 
feedback loop. It is conceivable that factor(s) X could also prevent 
TFL1 up-regulation in lateral meristems after the floral transition. 
To achieve this, we predict increased levels of factor(s) X in the 
lateral meristem relative to the inflorescence meristem. One 
mechanism for this is a higher basal X expression rate in lateral 
meristems. Indeed, simulations with elevated X production in lat-
eral meristems predict markedly reduced TFL1 levels compared 
to the inflorescence meristem (fig. S24F), supporting a role for 
factor(s) X in repressing TFL1 in this context. Alternatively, co-fac-
tors that promote the activation of X by LFY might be present spe-
cifically in lateral meristems and boost X accumulation (fig. S24G). 
Through these mechanisms, our model provides a testable frame-
work for how two meristems located in close proximity at the 
shoot apex can exhibit differential response to the same systemic 
signal (FT) such that lateral meristems, but not the inflorescence 
meristem, commit to floral fate. 

Discussion 
We set out to understand how two cell populations in close 

proximity can manifest opposite responses to an environmentally 
triggered systemic signal (12) and to elucidate the mechanism 
that programs developmental robustness to environmental cues. 
We identify a negative feedback loop where LFY can promote in-
determinacy in inflorescence meristems by upregulating TFL1 ex-
pression, in addition to its known role in promoting flower fate 
and determinacy in the lateral meristems (25, 26). We show that 
up-regulation of TFL1 by LFY is blocked in lateral meristems that 
adopt a floral fate. 

The role for LFY in promoting indeterminacy may be ancestral 
while its role in floral fate and determinacy may be derived (41, 
42). Promoting indeterminacy is the main role of LFY orthologs in 
monocots like rice (43, 44). Furthermore, based on published data 
(45, 46), we find evidence that the negative feedback loop we 
identified is likely conserved in other indeterminate eudicots such 
as Antirrhinum, even though the expression of the LFY ortholog 
FLO was not detected in the shoot center, likely due to use of 
lower sensitivity ISH methods. Our computational simulations, to-
gether with experimental data in Arabidopsis indicate that the ro-
bust maintenance of inflorescence meristem indeterminacy un-
der fluctuating environmental signals depends on the negative 
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feedback loop. The feedback loop uniquely supports transcrip-
tional up-regulation of TFL1 by LFY in a manner that is propor-
tional to cue/input intensity (FT levels), which dynamically keeps 
LFY from over accumulating. The LFY-TFL1 negative feedback loop 
also buffers genetic perturbation such as reduction in TFL1 dose 
in heterozygous mutants. We propose the negative feedback loop 
as an ideal mechanism for local phenotypic robustness to strong 
incoming (environmental) signals important for development. 

How do lateral meristems escape the indeterminacy program, 
given that LFY is also activated in these meristems? We find that 
even under very strong inductive cues and when expressed at 
high levels LFY triggers TFL1 transcription only in the inflo-
rescence meristem not in lateral meristems. This is not due to dif-
ferential chromatin accessibility of its target loci, because the pi-
oneer factor LFY binds both floral targets and TFL1 in the context 
of nucleosomes (14) (fig. S2F). Instead, absence of activators that 
promote TFL1 up-regulation together with LFY in the inflo-
rescence meristem or presence of repressors that repress TFL1 
expression in the lateral meristems likely prevent LFY from actu-
ating the indeterminacy program. In support of this idea, unlike 
LFY alone, LFY fused to a strong activation domain (VP16) can 
stimulate TFL1 expression outside of the inflorescence meristem 
(22, 47, 48). When LFY is overexpressed in the inflorescence me-
ristem, additional factor(s) we named X are required to exit the 
feedback loop, leading to loss of TFL1 expression and commit-
ment to floral fate. Simulations further show that if X levels are 
higher in the lateral meristems than in the inflorescence meri-
stem, lateral meristems can escape the indeterminacy program 
triggered by LFY and instead adopt floral fate in response to flo-
rally inductive cues. Our data thus predict that factor(s) X may 
generate the context specific response to a shared systemic signal 
in two adjacent meristem types. In this manner, Arabidopsis in-
florescences exhibit environmentally responsive plasticity in the 
lateral meristems and phenotypic robustness in the inflorescence 
meristem. This enables both early and continued production of 
flowers, a likely adaptation to fluctuating environments. 

Materials and methods 
Plant materials and growth conditions 
tfl1-1 (15), lfy-1 (26), lfy-2 (26), gTFL1-GFP tfl1-1 (7), gGLFY lfy-

1 (7), pLFY-GLFY lfy-12 (31), 35S:TFL1 (5) are in the Col-0 ecotype. 
All mutants (tfl1-1, lfy-1, lfy-2, lfy-12) used in this study have re-
cessive loss-of-function alleles generated by EMS mutagenesis 
and are able to produce mRNA with mutations (15, 26). tfl1-1 is a 
strong missense mutation (15). lfy-1 and lfy-12 have the same 
strong nonsense mutation, while lfy-2 contains a missense muta-
tion and shows weaker mutant phenotype compared to lfy-1 (26). 
The lfy-1 allele was maintained using traffic lines (49, 50). tfl1-1 
heterozygotes were obtained by crossing to wild-type Col-0. 
gTFL1-GFP lfy-1 was obtained by crossing gTFL1-GFP tfl1-1 to lfy-
1 heterozygotes. 35S:LFY-GR (29) was in Landsberg erecta back-
ground. Genotyping primers are listed in table S1. Plants were 

grown on soil in long day (LD) conditions (22°C, 110-120 
μmol/m2/s, 16-hour light/8-hour dark), in short day (SD) condi-
tions (22°C, 110-120 μmol/m2/s, 8-hour light/16-hour dark), or 
treated with far-red light enriched long-day photoperiod (FRP) 
(red:far-red ratio = 0.08, 22°C, 110-120 μmol/m2/s). For 24-hour 
FRP treatments, I1 phase plants from SD conditions (fig. S19A) or 
I2 phase plants from LD conditions (fig. S21) were grown under 
constant FRP light for 24 hours (7, 8). For fig. S16A, vegetative 
phase plants (5 LD) were treated by 16-hour FRP/8-hour dark cy-
cles for 5 days. 

Phenotyping 
Rosette leaf number (at 1 cm bolt) or branch number on the 

primary inflorescence were used to measure the duration of the 
vegetative or I1 phase, respectively. Determinacy/indeterminacy 
(presence/absence of terminal flowers) was scored at the end of 
inflorescence development (start of senescence). For determi-
nate inflorescences, flowers formed on the primary inflorescence 
were counted to measure the length of the I2 phase. Photos were 
taken with a Canon EOS Rebel T5 digital camera. 

Identification of TFL1 regulatory regions 
Phylogenetic shadowing was performed using mVista (51, 52) 

alignment program Shuffle-LAGAN (53) with default settings on 
TFL1 genomic sequences from Arabidopsis thaliana (TAIR10, 
Chr5:1020101-1028600), Arabidopsis halleri (FJVB01000049.1, 
621687-631371), Arabidopsis lyrata (NW_003302550.1, 
1210060-1219981), Capsella bursa-pastoris (KX139002.1) (21), 
and Capsella rubella (NW_006238918.1, 1006052-1021998). 
Transcription factor occupancy based on ChIP-seq or DAP-seq is 
from the ReMap 2022 database (23). cis-regulatory regions stud-
ied are (V Chr5:1023389-1023844, VI Chr5:1022489-1023188, VII 
Chr5:1021587-1022113). LFY ChIP-seq (14) and MNase-seq be-
fore and after LFY binding (14) was obtained from the GEO repos-
itory (GSE141704 and GSE141705 bigWig files) and displayed us-
ing the integrative genomics viewer (54). LFY binding sites in re-
gion VII were determined by MORPHEUS (27, 28) using a score 
limit of -20. 

Transgenic plants 
TFL1 (AT5G03840) genomic constructs consist of 3229-bp 5′ 

intergenic and TFL1 genomic sequence (Chr5:1024763-1027991), 
mEGFP with a GGGTPGL linker (5′-GGAGGAGGTACCCCCGGGCTC-
3′) (55), 4613-bp wild-type TFL1 3′ intergenic sequences 
(Chr5:1020147-1024759) (for gTFL1-mEGFP), or TFL1 3′ intergenic 
sequences with regulatory region deletions (for dV, dVI, dVII 
gTFL1-mEGFP), or LFY binding site mutations (for mLFYBS gTFL1-
mEGFP) in pCAMBIA1300; mLFYBS region VII was synthesized 
(GENEWIZ). Resulting constructs were transformed into tfl1-1, 
and T1 primary transformants were selected on half strength Mu-
rashige and Skoog medium (1/2MS) containing 15-25 μg/mL hy-
gromycin B. At least two independent T2 lines with single 
transgene-insertion-site showing 3:1 segregation for hygromycin 
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resistance (binomial exact test, p-value>0.4) and median expres-
sion levels were selected and propagated to obtain homozygous 
T3 or T4 offspring. To investigate transgene expression level in 
wild-type morphology plants (Fig. 4E and figs. S6 and S16), the 
transgenic plants in tfl1 background were backcrossed to wild-
type Col-0, and F1 plants (tfl1/+) were used for analyses. 

The dexamethasone-inducible amiRLFY construct is com-
prised of the driver module (pTFL1-GR-LhG4) of 2195-bp 5′ TFL1 
promoter (Chr5:1025797-1027991), the coding sequence of the 
synthetic transcription factor GR-LhG4 (56), 4613-bp wild-type 
TFL1 3′ intergenic sequences (Chr5:1020147-1024759) plus the E9 
terminator and the effector module (pOp6-amiRLFY) of pOp6 
containing six lac operators and a minimal 35S promoter, artificial 
microRNA amir-lfy-1 (57) targeting LFY (AT5G61850), and the NOS 
terminator (from nopaline synthase gene). pTFL1-GR-
LhG4_pOp6-amiRLFY in pCAMBIA1300 was transformed into 
gGLFY lfy-1. For dexamethasone-inducible FT (AT1G65480) over-
expression, the UBQ10 promoter (Chr4:2716559-2718558) was 
used to drive the expression of GR-LhG4, and pOp6 drives TMV Ω 
translational enhancer (58) and the coding sequences of FT 
(AT1G65480.2) fused with mTagBFP2. pUBQ10-GR-LhG4_pOp6-
FT-mTagBFP2-myc was transformed into Col-0. Transgenic line se-
lection, and identification of single-site-insertion plants for fur-
ther analysis was as described above, except that T1 plants were 
screened for inducible reduction of GLFY fluorescence for 
amiRLFY and increase in mTagBFP2 fluorescence for FT overex-
pression. Homozygous single-site-insertion T3 plants were used 
for all analyses. gTFL1-mEGFP response to FT overexpression was 
assessed in the F1 generation of homozygous pUBQ10-GR-
LhG4_pOp6-FT-mTagBFP2-myc crossed to homozygous gTFL1-
mEGFP tfl1-1, dVII gTFL1-mEGFP tfl1-1, and mLFYBS gTFL1-mEGFP 
tfl1-1. 

To construct the estradiol-inducible GFP degron, the anti-GFP 
nanobody LaG16 (59) fused with the BTB domain of SPOP (60) 
(LaG16-SPOP) was driven by the pOlexA promoter in the pUBQ10-
XVE vector (61), and the seed fluorescence selection marker 
pNapA-DsRed (24) was added to the construct. The resulting con-
struct pUBQ10-XVE_pOlexA-LaG16-SPOP was transformed into 
gTFL1-GFP tfl1-1. DsRed seed fluorescence were used for T1 
transgenic line selection, and transformants were screened for 
strong estradiol-inducible TFL1-GFP depletion. Inflorescences 
formed in the axils of rosette leaves of screened T1 transgenic 
lines were used for phenotypic analyses in fig. S10G. Single-site-
insertion T2 or T3 plants were used for RNA FISH analyses. 

gLFY (Chr5:24842005-24847234) was cloned into pMCS:GW 
(62) and transformed into Col-0, and T1 transformants were iden-
tified on soil by Basta spray (0.1%). Primary inflorescences of T1 
plants were examined by RNA FISH from 1 cm shoots, while de-
terminacy was examined in inflorescences formed in the axils of 
rosette leaves. 

CRISPR genome editing 

CRISPR genomic deletion constructs for TFL1 were generated 
as described (24). 20-nt guide RNA spacers for deletion of TFL1 
region VII were designed using CRISPOR (63). Two single guide 
RNA (sgRNA) expression cassettes (U3promoter-spacer-scaffold) 
were cloned into pFGCI2-Cas9 (24) to create pCRISPR_TFL1-VII. 
After transformation into Col-0, T1 transformants were identified 
based on seed fluorescence, followed by PCR screen for VII dele-
tion in the T1 population with primers flanking region VII (table 
S1). One T1 plant (line #13) showed homozygous deletion of VII. 
In the T2 generation, we selected seeds without Cas9 transgene 
by seed fluorescence and backcrossed individual T2 plants to Col-
0 twice to remove potential off target mutations. The resulting 
BC1F1 plants #13-1 and #13-4 had different CRISPR deletions and 
offspring of homozygous second backcross BC2F2 individuals 
from both were used for all analyses. 

For LFY-mScarlet-I gene targeting, we designed one 20-nt 
guide RNA spacer targeting the LFY stop codon (5′-GACGACTT-
GCGTTTCTAGTT-3′), followed by cloning into pFGCI2-Cas9 (24) as 
described above. Subsequently, a donor sequence comprised of a 
left homology arm (Chr5:24842026-24846931), coding sequences 
of a GGGGS linker, mScarlet-I, a FLAG tag, and a right homology 
arm (Chr5:24846935-24847855) were cloned into NcoI of pFGCI2-
Cas9. After transformation into Col-0, T1 transformants were 
identified as above except that the PCR screening employed a for-
ward primer from endogenous LFY and a reverse primer from 
mScarlet-I (table S1). In plants with nuclear-localized mScarlet-I 
fluorescence in the inflorescence apices, the Cas9 transgene was 
removed as described above and confirmed by PCR tests. Correct 
targeting of mScarlet-I was confirmed by Sanger sequencing in T3 
plant #18-26-1 followed by backcrossed to Col-0 wild type. Exper-
iments were performed in the BC1F1 generation. 

Chemical treatments 
Dexamethasone inductions employed 5 μM dexamethasone 

(SIGMA) in 0.1% ethanol 0.015% Silwet-L77 for 35S:LFY-GR nu-
clear accumulation, amiRLFY expression (pTFL1-GR-LhG4_pOp6-
amiRLFY), and FT overexpression (pUBQ10-GR-LhG4_pOp6-FT-
mTagBFP2-myc), with 0.1% ethanol 0.015% Silwet-L77 serving as 
mock control. For the TFL1-GFP degron of pUBQ10-XVE_pOlexA-
LaG16-SPOP gTFL1-GFP tfl1-1, 10 μM β-estradiol (SIGMA) in 1.1% 
dimethylsulfoxide (DMSO) 0.015% Silwet-L77 was used, with 
1.1% DMSO 0.015% Silwet-L77 serving as mock control. For RNA 
FISH analyses, 5 μL chemical solution was applied to the center of 
a 1 cm bolt primary inflorescence apex with a pipette, and treat-
ment duration was overnight (16-20 hours). For phenotypic anal-
yses of amiRLFY and TFL1-GFP degron plants, the inflorescence 
apex was treated twice, with the second treatment two days after 
the first treatment to allow continuous depletion of LFY or TFL1. 

Dissection of inflorescences 
For wholemount RNA FISH, wholemount IHC, and fluores-

cence microscopy (top-view), primary inflorescences were manu-
ally dissected to expose inflorescence meristems before shoot 
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elongation (I1 or early I2 phases) or at 1 cm bolt (I2 phase). All 
leaves and older flowers (beyond stage 4) were removed with for-
ceps or needles under a stereomicroscope. For longitudinal inflo-
rescence sections (side-view fluorescence microscopy or “half-
mount” FISH), inflorescences were cut with razor blades under a 
stereomicroscope to make sections of around 300 μm thickness 
close to the inflorescence meristems. 

RNA fluorescence in situ hybridization (FISH) 
RNA FISH based on hybridization chain reactions (HCR RNA 

FISH) for wholemount inflorescences was as described (64). “Half-
mount” sections were further cleared after FISH. After post-fixing 
with 4% paraformaldehyde in PBS for 30 min, sections were 
washed by DPBS buffer twice, and incubated with ClearSee (65) 
at room temperature in dark for at least a week. To stain the cell 
walls, cleared sections were incubated in ClearSee containing 
0.0025% Calcofluor White (SIGMA) for 10-15 min, followed by 
one wash with ClearSee. Sections were imaged on slides using 
ClearSee as mounting medium. HCR FISH hybridization probe sets 
(table S2) were designed and produced by Molecular Instru-
ments, and HCR amplifiers with fluorescent dyes Alexa Fluor 488, 
Alexa Fluor 514, Alexa Fluor 546 were used for the amplification 
steps. Co-detection of RNA FISH and fluorescence proteins was 
conducted as described (64). 

Wholemount immunohistochemistry (IHC) 
Wholemount IHC was performed on dissected inflorescences 

as in (66) with the following modifications. Fixed and permea-
bilized inflorescences were blocked by incubating with blocking 
buffer (2% BSA in 1x MTSB) (66) on a rotator at 4°C overnight. For 
LFY IHC, affinity purified rabbit polyclonal anti-LFY primary anti-
body (29) and anti-rabbit-AlexaFluor488 secondary antibody 
(Invitrogen, A11034) were used at 1:200 dilution in blocking 
buffer with 0.1% Tween-20 on a rotator at 4°C overnight. After 
each antibody incubation, samples were washed with 1x MTSB 3 
times (5 min + 1 hour + 1 hour) at room temperature with gentle 
rotation. Combined LFY IHC and TFL1 RNA FISH was performed as 
described (64) with LFY antibody treatments as above. 

Clearing and staining for fluorescent protein reporters 
For imaging fluorescent proteins in longitudinal sections of in-

florescences at different stages, sections were fixed, cleared, and 
stained with Calcofluor White as described (65). Sections were 
imaged on slides using ClearSee as mounting medium. For imag-
ing fluorescent proteins in I2 phase inflorescences (top view), pri-
mary inflorescences were dissected, and cell walls were stained 
with 0.1% propidium iodide solution for 5 min as described (67). 
Inflorescences were inserted in 2% agarose gel in a 60-mm petri 
dish, and samples were imaged using a water immersion lens 
without coverslips. 

Confocal image acquisition 
Confocal images were captured using Leica LAS X software on 

a Leica Stellaris 5 White Light Laser confocal microscope with an 

HC PL APO CS2 40×/1.10 W objective or on a Leica TCS SP8 mul-
tiphoton confocal microscope with an HC PL APO CS2 20×/0.75 
IMM objective. Images (512×512 px or 1024×1024 px) were cap-
tured at a bit depth of 8 or 16, and a 0.5, 1, or 2-μm step size was 
used for acquiring z-stacks. The same laser power and detector 
gain were used for all samples in the same experiments. Excita-
tion laser wavelength and detection ranges for fluorescent pro-
teins and dyes are listed in table S3. 

Confocal image analyses 
Maximum intensity projections and longitudinal views of in-

florescence confocal z-stacks were generated using FIJI (68). For 
the latter, the z-stack was resliced from top of the image with a 
2-μm spacing to obtain a XZ stack. A maximum intensity projec-
tion was performed on the ten XZ slices closest to the inflo-
rescence meristem. Single-slice longitudinal sections of LFY-
mScarlet-I and GLFY inflorescences were generated in FIJI using 
“Orthogonal Views”. Brightness and contrast of the images were 
adjusted using FIJI (68) or Affinity Designer, with all images of the 
same experiment adjusted in the identical manner. 

Inflorescence developmental stage classification in confocal 
images was as follows: Inflorescences with shoot apical meristem 
doming and without flowers were classified as I1 phase, and those 
with a flower older than stage 3 [flower stages based on (69)] as 
I2 phase. All intervening stages were classified as I1-to-I2 transi-
tion. 

Quantification of fluorescence or FISH intensity was per-
formed using FIJI (68). To quantify the mean intensities in single 
longitudinal optical sections of fluorescent reporters, a 60-μm-di-
ameter circle at the center of inflorescence meristem (excluding 
lateral meristems) was selected manually using the oval selection 
tool, followed by mean intensity measurements for each channel. 
To quantify the mean intensities of top-view inflorescence confo-
cal images, z-stacks (from the epidermis to 58-μm deep layer) 
were projected using sum slices. In the z-projection image, a 60-
μm-diameter circle at the center of the inflorescence meristem 
(excluding lateral meristems) was selected manually and the 
mean intensity was measured for each channel. The distribution 
of fluorescence and FISH intensities in a top-view confocal images 
reflects intensities in annuli of different inner and outer radiuses 
at the center of the inflorescence meristem for each channel in 
the sum slice z-projection. Mean intensity in each annulus were 
calculated by dividing the integrated density in the annulus by the 
area of the annulus. 

ChIP assay 
ChIP was conducted in F2 plants of 35S:LFY-GR crossed to 

gTFL1-mEGFP tfl1-1 or to mLFYBS gTFL1-mEGFP tfl1-1 grown on 
1/2MS plates in long-day conditions treated with 5 μM dexame-
thasone solution (5 μM dexamethasone 0.1% ethanol) or with 
mock solution (0.1% ethanol) on day 14. Plants were submerged 
in the solution for 4 hours and allowed to grow in plates with re-
sidual solutions for another 20 hours. 350-450 mg seedlings were 
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harvested for each biological replicate. ChIP assay was performed 
as described in (70) with rabbit polyclonal anti-LFY antibody (29) 
(1:100 dilution) using primer sets specific to WT or mLFYBS region 
VII (table S1 and fig. S2E). ChIP signals were normalized to input 
(70). 

Reverse transcription (RT)–qPCR 
To identify representative transgenic lines for tfl1-1 mutants 

rescued by gTFL1-mEGFP constructs, we measured the abun-
dance of TFL1-mEGFP transcripts in T2 plant whole inflores-
cences. Since independent transgenic lines showed wide varia-
tions in flowering time, we synchronized the plants by growing 
them in short day conditions for 14 days, followed by transfer to 
long-day conditions for 6 days. RNA was extracted from whole in-
florescences (including inflorescence meristems and lateral meri-
stems) after trimming leaves longer than 5 mm. 10-15 inflores-
cences from each transgenic line were harvested per replicate. To 
compare the TFL1 levels in whole inflorescences of Col-0 wild type 
and criVII lines, plants were grown in long-day conditions, and in-
florescences (5 inflorescences per replicate) were harvested as 
described above on day 16. To test whether the deletion or mu-
tations of LFY binding sites affects the response to LFY overex-
pression in the whole inflorescences, long-day-grown F1 plants of 
gTFL1-mEGFP tfl1-1, dVII gTFL1-mEGFP tfl1-1, or mLFYBS gTFL1-
mEGFP tfl1-1 crossed to 35S:LFY-GR were treated on day 16 with 
dexamethasone or mock solution for 24 hours and ten inflores-
cences per replicate were harvested as described above. 

RNA was extracted using the RNeasy kit with on-column de-
oxyribonuclease digestion (Qiagen), and complementary DNA 
was synthesized by SuperScript III first-strand synthesis system 
(Invitrogen). Quantitative PCR was performed using PowerUp 
SYBR master mix (Applied Biosystems) on a QuantStudio 3 ma-
chine. TFL1 (or mEGFP) expression level was normalized to the in-
ternal control ACTIN 2 (ACT2), and the 2^-ddCt method (71) was 
used to normalize the expression level of the treated sample to 
the mock control. Primers used are listed in table S1. 

Statistical analyses 
For phenotypic analyses, means of rosette leaf number or 

branch number were compared between genotypes by unpaired 
two-tailed Welch’s t-test, and differences in determinate propor-
tions of two populations were tested by the Fisher’s exact test. To 
compare gene expression levels (RT-qPCR, fluorescence intensity, 
or RNA FISH intensity), unpaired two-tailed Welch’s t-tests were 
used to compare two groups. Kruskal-Wallis test followed by 
Dunn’s test (significance level 0.05) was used to compare the 
Sobol’ indices in the global sensitivity analyses of our computer 
models. All statistical analyses were performed in R or Microsoft 
Excel. 
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Fig. 1. TFL1 cis-regulatory region VII and LFY binding sites therein are necessary for TFL1 up-regulation and inflorescence 
indeterminacy. (A) Indeterminate wild-type (left) and determinate tfl1-1 (right) inflorescence. Red arrowhead: terminal 
flower, white arrowhead: flower in lieu of branches. Circles, flowers; arrows, shoots. (B) TFL1 FISH (green) in wild type in 
I1 (11 LD) and I2 (17 LD) inflorescences (longitudinal sections). Cell wall (Calcofluor-white), white. (C) Combined 
phylogenetic shadowing, ReMap transcription factor binding peaks (23), and LFY ChIP-seq (14). Sequence conservation 
with A. thaliana (50-100%) is shown for each track (right). Line colors in the ReMap 2022 track represent binding peaks of 
different transcription factors. Regions tested: V, VI, and VII. (D) Determinacy in tfl1-1 transformed with empty vector (EV, 
n=28), gTFL1-mEGFP (n=28), or versions thereof with regulatory region deletions: dV (n=28), dVI (n=31), or dVII (n=27). (E) 
Determinacy in wild-type Col-0 and region VII CRISPR deletion lines (n≥10). (F) Determinacy in tfl1-1 transformed with 
gTFL1 (n=34) or mLFYBS (n=31). [(D) to (F)] Fisher’s exact test p-values: ns >0.05, **** <0.0001. (G and H) Quantification 
(G) and confocal images (H) of gTFL1, dVII, and mLFYBS fluorescence. (G) Mean ± SEM (gTFL1 #12 ntotal=36, gTFL1 #36 
ntotal=37, dVII #26 ntotal=45, dVII #43 ntotal=51, mLFYBS #17 ntotal=47, mLFYBS #24 ntotal=55). (H) I2 phase inflorescences 
(longitudinal sections). mEGFP, green; cell wall (Calcofluor-white), magenta. A.u., arbitrary units. (I) Wholemount mEGFP 
FISH (red) in I2 phase gTFL1, dVII, and mLFYBS tfl1-1 inflorescence meristems (top, maximum intensity projection; bottom, 
xz longitudinal view). Nuclei (DAPI), blue. IM, inflorescence meristem; LM, lateral meristem; AM, axillary meristem; FP, 
flower primordium; CL, cauline leaf; LD, long day growth. 
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Fig. 2. LFY protein and RNA is present in the center of I2 stage inflorescence meristems in the TFL1 domain. (A) CRISPR gene targeted 
LFY-mScarlet-I I2 phase inflorescence meristem (top, single optical section; bottom, xz longitudinal view). (B) Combined wholemount 
TFL1 FISH (left) and LFY immunohistochemistry (right) in wild-type I2 inflorescence meristem center, single optical section. (C) 
Wholemount RNA FISH for TFL1 (green) and LFY (magenta) in wild-type I2 inflorescence meristem center, single optical section. Nuclei 
(DAPI), blue; left, merged channels; right, LFY channel; white dashed lines, TFL1 expression domain. (D) Wholemount TFL1 FISH 
(magenta) in I2 phase inflorescences of wild-type Col-0 and lfy-1 mutant (maximum intensity projections). Nuclei (DAPI), blue. (E) 
Wholemount GFP (green) and TFL1 (magenta) FISH in different LFY translational reporters (maximum intensity projections). Nuclei 
(DAPI), blue. (F) Developmental timeseries RNA FISH for TFL1 (green) and LFY (magenta) in wild-type inflorescence meristems 
(longitudinal view: top, merged channels; bottom, LFY channel). Cell wall (Calcofluor-white), white; arrow, TFL1 in axillary meristem; 
solid lines, inflorescence shoot apices; dashed lines, TFL1 expression domain; FP, flower primordium. 
 

D
ow

nloaded from
 https://w

w
w

.science.org at U
niversity of Pennsylvania on January 23, 2026

https://science.org/


First release: 22 January 2026  science.org  (Page numbers not final at time of first release) 16 

 

 
 

Fig. 3. TFL1 and LFY engage in a negative feedback loop in I2 phase inflorescence meristems. (A and B) Fluorescence and 
wholemount FISH in gGLFY lfy-1 inflorescence meristems expressing an inducible artificial LFY miRNA in the TFL1 domain (A) 
and quantification (B). LFY, green; TFL1, red; nuclei (DAPI), blue. Induction by dexamethasone (Dex) or mock treatment for 20 
hours. (C and D) Fluorescence and wholemount FISH in gTFL1-GFP tfl1-1 inflorescence meristems after inducible GFP 
degradation (C) and quantification (D). TFL1, green; LFY, red; nuclei (DAPI), blue. Induction by estradiol or mock treatment for 
20 hours. [(A) and (C)] Top, maximum intensity projections; bottom, xz longitudinal view. [(B) and (D)] Quantification of 
fluorescence and FISH intensity in the inflorescence meristem center. Datapoints represent individual inflorescences (n=5). (E 
to H) Schematics of the LFY-TFL1 negative feedback loop model in wild-type (E) and mutant [(F) to (H)] inflorescence meristems 
and observed (in)determinacy outputs. (I) Log2 fold changes of LFY and TFL1 values in mutants relative to wild type simulated 
by the 2-node LFY-TFL1 negative feedback loop model. Shown are log2 fold change distributions across all accepted parameter 
sets (n=20000). lfy and tfl1 mutants express nonfunctional LFY and TFL1, respectively. Mutant model outcomes labeled by 
asterisks are predictions made by the model, unlabeled model outcomes were constrained by parameterization criteria. (J to 
M) Wholemount mEGFP and LFY FISH in I2 stage inflorescence meristems of gTFL1-mEGFP tfl1-1 and mutant versions thereof 
(dVII, mLFYBS). (J) Top-view maximum intensity projections. Left, merged channels; right, LFY channel. mEGFP, green; LFY, 
magenta; nuclei (DAPI), blue. [(K) to (M)] Quantification of mEGFP and LFY FISH intensity in the inflorescence meristem center. 
Datapoints represent individual inflorescences. [(L) and (M)] mean ± SEM (n=6). Two-tailed Welch’s t-test; ***P <0.001; ****P 
<0.0001. 
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Fig. 4. Floral inductive cues and FT promote TFL1 accumulation via LFY. (A and B) Wholemount FISH (A) and 
quantification (B) of LFY (red) and TFL1 (green) in wild-type I2 inflorescences with or without a 24-hour far-red-
enriched photoperiod (FRP). (C and D) Wholemount FISH (C) and quantification (D) of LFY (red) and TFL1 (green) after 
inducible FT overexpression in I2 inflorescence meristems (Dex) or treatment with mock solution for 16 hours. [(B) 
and (D)] Quantification of RNA FISH intensity in the inflorescence meristem center. Datapoints represent individual 
inflorescence samples. n≥3. (E and F) mEGFP mRNA (green) expression in gTFL1-mEGFP or mutant versions thereof 
(dVII, mLFYBS) in response to FRP treatment (E) or FT overexpression (F). mEGFP expression were examined in 
wildtype morphology inflorescences (tfl1-1/+ background). [(A), (C), (E), and (F)] Nuclei (DAPI), blue. Shown are 
maximum intensity projections. Arrows, early flower primordia lacking TFL1 expression. (G) Working model for 
activation of the negative feedback loop by floral inductive cues/systemic FT (input). (H) The distribution of log2 fold 
changes of simulated LFY and TFL1 values upon inducible FT overexpression compared to the wild type across all 
accepted parameter sets (n=20000). 
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Fig. 5. TFL1 up-regulation buffers LFY accumulation under strong floral inductive signals. (A to D) Time-course 
wholemount FISH of TFL1 and LFY expression in inflorescence meristems of wild-type Col-0 [(A) and (B)], criVII (C), 
and tfl1-1 heterozygotes (D) before and after FRP induction. I1 phase inflorescences grown in short days for 42 days 
(42SD) were treated with 24-hour FRP (+FRP) followed by transfer to long-day (LD). (A) FISH in wild-type Col-0 
(maximum intensity projections). LFY, red; TFL1, green; nuclei (DAPI), blue. [(B) to (D)] Quantification of TFL1 and 
LFY FISH intensity in the inflorescence meristem center (mean ± SEM, n≥4). (D) comprises wild-type and mutant TFL1 
mRNA. (E to H) Simulations of the 3-node computer model in response to a strong pulsed FT input in wild type (E), 
criVII (F), tfl1-1 heterozygote (G) scenarios as indicated in (B) to (D), and the negative feedback loop (NFBL) removal 
scenario (H). Shown are the means of simulated LFY and TFL1 using accepted parameter sets (n=1617), and the error 
bars indicate SEM. Time 1-4 corresponds to 42SD, +FRP, +FRP+1LD, and +FRP+2LD. (H) NFBL removal: elevated 
constitutive TFL1 expression without feedback by LFY. [(C), (D), (F), (G), and (H)] Gray lines, response of the wild 
type. (I) Distributions of simulated LFY and TFL1 log2 fold changes in NFBL removal relative to the wild type across 
all accepted parameter sets (n=1617). 
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Supplementary Text 

Computer modeling overview 

We developed and characterized a series of models describing the regulatory interactions 

between LFY, TFL1, FT and factor X in simulated indeterminate or terminating Arabidopsis 

inflorescence meristems. We presented these models in a unitless (non-dimensionalized) form 

and evaluated each model for its ability to recapitulate empirical biological observations based 

on parameterization studies. Within the parameter range identified by the parameterization, we 

performed sensitivity analyses for each model and studied the oscillation tendency. 

 

Two-node model equations 

We begin with a simple 2-node LFY-TFL1 model (Fig. 3E) using a delay differential equation 

model (34) to describe the abundance of LFY and TFL1 species over time: 

 
𝑑[𝐿𝐹𝑌]

𝑑𝑡
= max(0, 𝑏𝐿𝐹𝑌 − 𝑡𝑓𝑙1𝑏𝑠 ∗ ℎ𝑖𝑙𝑙([𝑇𝐹𝐿1]𝑡−𝑑 , 𝑘𝑇𝐹𝐿1, 𝑛𝑇𝐹𝐿1)) − 𝑑𝐿𝐹𝑌

∗ [𝐿𝐹𝑌] 
(1) 

 
𝑑[𝑇𝐹𝐿1]

𝑑𝑡
= 𝑏𝑇𝐹𝐿1 + 𝑙𝑓𝑦𝑏𝑠 ∗ ℎ𝑖𝑙𝑙([𝐿𝐹𝑌]𝑡−𝑑, 𝑘𝐿𝐹𝑌, 𝑛𝐿𝐹𝑌) − 𝑑𝑇𝐹𝐿1 ∗ [𝑇𝐹𝐿1] (2) 

 ℎ𝑖𝑙𝑙(𝐶, 𝑘, 𝑛) =  
1

1 + (
𝑘
𝐶)

𝑛 
(3) 

Where [𝐿𝐹𝑌]𝑡−𝑑 indicates the amount of LFY species present at time t-d where t is the current 

time and d is the delay (0.5 units in all models), and [𝐿𝐹𝑌] indicates the amount of LFY species 

present at time t. Each parameter starting with “b” denotes the basal production rate of a 

corresponding species. Each parameter starting with “k” denotes the concentration of the 

corresponding species when the promoter of the other species is half occupied, and parameters 

starting with “n” are Hill coefficients. Each parameter ending with “bs” indicates the maximum 

effect of the corresponding species on the other species. Parameters starting with “d” are 

degradation rates. The maximum function ensures a non-negative total production rate of [LFY] 

- sufficiently strong repression blocks the new production of [LFY] but cannot alter the basal 

degradation of extant [LFY]. 

 

Three-node model equations 

We expand our model to include FT as an input for the negative feedback loop (Fig. 4G), 

representing the influence of FT in either standard growth conditions (e.g. long-day conditions) 

or a far-red-enriched long-day photoperiod (FRP) treatment. 

 
𝑑[𝐿𝐹𝑌]

𝑑𝑡
= max(0, 𝑏𝐿𝐹𝑌 − 𝑡𝑓𝑙1𝑏𝑠 ∗ ℎ𝑖𝑙𝑙([𝑇𝐹𝐿1]𝑏𝑜𝑢𝑛𝑑, 𝑘𝑇𝐹𝐿1, 𝑛𝑇𝐹𝐿1) + 𝑓𝑡𝑏𝑠

∗ ℎ𝑖𝑙𝑙([𝐹𝑇]𝑏𝑜𝑢𝑛𝑑, 𝑘𝐹𝑇 , 𝑛𝐹𝑇)) − 𝑑𝐿𝐹𝑌 ∗ [𝐿𝐹𝑌] 
(4) 

 
𝑑[𝑇𝐹𝐿1]

𝑑𝑡
= 𝑏𝑇𝐹𝐿1 + 𝑙𝑓𝑦𝑏𝑠 ∗ ℎ𝑖𝑙𝑙([𝐿𝐹𝑌]𝑡−𝑑, 𝑘𝐿𝐹𝑌, 𝑛𝐿𝐹𝑌) − 𝑑𝑇𝐹𝐿1 ∗ [𝑇𝐹𝐿1] (5) 

Where the competition between FT and TFL1 for access to the promoter of LFY are described as: 

 [𝑇𝐹𝐿1]𝑏𝑜𝑢𝑛𝑑 = [𝑇𝐹𝐿1]𝑡−𝑑 ∗ 𝑒−[𝐹𝑇]𝑎𝑝𝑝𝑎𝑟𝑒𝑛𝑡∗𝑝𝐸𝑥𝑝 (6) 

 [𝐹𝑇]𝑏𝑜𝑢𝑛𝑑 = [𝐹𝑇]𝑎𝑝𝑝𝑎𝑟𝑒𝑛𝑡 ∗ 𝑒−[𝑇𝐹𝐿1]𝑡−𝑑∗𝑝𝐸𝑥𝑝 (7) 

The Hill function noted above is described in equation #3. The [𝐹𝑇]𝑎𝑝𝑝𝑎𝑟𝑒𝑛𝑡 input over time is 

described below. 
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Four-node model equations 

We extend the model to consider terminating inflorescence meristem cells that exits from the 

negative feedback loop (fig. S23G). Recapitulating the experimental observations from 

terminating inflorescence meristem cells (fig. S23, A to C) requires the introduction of an 

additional hypothesized “factor X” species which is induced by [LFY] and represses [TFL1]: 

 
𝑑[𝐿𝐹𝑌]

𝑑𝑡
= max(0, 𝑏𝐿𝐹𝑌 − 𝑡𝑓𝑙1𝑏𝑠 ∗ ℎ𝑖𝑙𝑙([𝑇𝐹𝐿1]𝑏𝑜𝑢𝑛𝑑, 𝑘𝑇𝐹𝐿1, 𝑛𝑇𝐹𝐿1) + 𝑓𝑡𝑏𝑠

∗ ℎ𝑖𝑙𝑙([𝐹𝑇]𝑏𝑜𝑢𝑛𝑑, 𝑘𝐹𝑇 , 𝑛𝐹𝑇)) − 𝑑𝐿𝐹𝑌 ∗ [𝐿𝐹𝑌] 
(8) 

 
𝑑[𝑇𝐹𝐿1]

𝑑𝑡
= max (0, 𝑏𝑇𝐹𝐿1 + 𝑙𝑓𝑦𝑏𝑠 ∗ ℎ𝑖𝑙𝑙([𝐿𝐹𝑌]𝑡−𝑑, 𝑘𝐿𝐹𝑌, 𝑛𝐿𝐹𝑌) − 𝑡𝑓𝑙1𝑥𝑏𝑠

∗ ℎ𝑖𝑙𝑙([𝑋]𝑡−𝑑, 𝑘𝑇𝐹𝐿1𝑋 , 𝑛𝑇𝐹𝐿1𝑋)) − 𝑑𝑇𝐹𝐿1 ∗ [𝑇𝐹𝐿1] 
(9) 

 
𝑑[𝑋]

𝑑𝑡
= 𝑏𝑋 + 𝑥𝑙𝑓𝑦𝑏𝑠 ∗ ℎ𝑖𝑙𝑙([𝐿𝐹𝑌]𝑡−𝑑 , 𝑘𝑋𝐿𝐹𝑌, 𝑛𝑋𝐿𝐹𝑌) − 𝑑𝑋 ∗ [𝑋] (10) 

The Hill function noted above and the expressions for competitive binding of TFL1 and FT are 

described in equations #3, #6, and #7. 

 

FT abundance over time 

Two types of FT input dynamics are specified in the 3-node and 4-node models to recapitulate 

experiments according to whether they were subject to invariable or varying floral inductive 

cues. 

 

For growth conditions with invariable floral inductive cues (e.g. long-day conditions), the rate of 

change of [FT] is set to 0.0 to reflect constant [FT]: 

 
𝑑[𝐹𝑇]

𝑑𝑡
= 0.0 (11) 

Model solutions are initialized with a positive abundance of [FT] at the starting time (t0): 

 [𝐹𝑇]𝑡0 = 2.0 (12) 

 

To describe the varying floral inductive cues in a time-course FRP experiment, we estimated a 

pulsed [FT] profile based on our experimental design (fig. S19A). The desired [FT] profile 

consists of an initial abundance of zero [FT] to reflect the short-day conditions before the 

experiment, a large increase of [FT] during the simulation to reflect the FRP treatment, and a 

steady positive final value to reflect ongoing long-day conditions. Considering the known 

kinetics of FT protein in response to photoperiod shifts (38) and the kinetics of FT protein 

transportation from leaves to shoot apices (73), a delay is added between the photoperiod shift 

and the changes in the FT level in the shoot apices. For example, in our experiment, the initial 

accumulation of FT in the inflorescence meristem can be estimated 12 hours after the plants are 

transferred from the short-day condition to the FRP condition. Based on these estimates above, 

the desired [FT] profile was simulated using combined derivatives of Gaussian and sigmoid 

functions: 

 
𝑑[𝐹𝑇]

𝑑𝑡
=

2

𝑠𝑐𝑎𝑙𝑒𝑃𝑎𝑟
∗ 𝑑𝜎 (

𝑡 − 𝑡𝑐

𝑠𝑐𝑎𝑙𝑒𝑃𝑎𝑟
) −

ℎ𝑒𝑖𝑔ℎ𝑡𝑃𝑎𝑟

𝑝𝑒𝑎𝑘𝑊𝑖𝑑𝑡ℎ2
∗ (𝑡 − 𝑡𝑐) ∗ 𝑒

−(𝑡𝑐−𝑡)2

2∗𝑝𝑒𝑎𝑘𝑊𝑖𝑑𝑡ℎ2
 (13) 

 𝑑𝜎(𝑥) = (
1

1 + 𝑒𝑥
) ∗ (1 −

1

1 + 𝑒𝑥
) (14) 
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Where 𝑡𝑐 indicates the time at which maximal [FT] is observed. Values for 𝑠𝑐𝑎𝑙𝑒𝑃𝑎𝑟, 

𝑝𝑒𝑎𝑘𝑊𝑖𝑑𝑡ℎ, and ℎ𝑒𝑖𝑔ℎ𝑡𝑃𝑎𝑟 were chosen to find the best fit between this function and the 

observed published data (table S4). The resulting [FT] profile is presented in fig. S22D top panel, 

where 48, 72, 96, 120 units of time in the simulation correspond to 42SD, +FRP, +FRP+1LD, 

+FRP+2LD in the FRP experiment (fig. S19A). 

 

Finally, since the relative abundance of [FT] with respect to [LFY] or [TFL1] in inflorescence 

meristem cells is unknown, we permit each dynamic profile of [FT] to vary by altering the 

magnitude of perceived [FT] in each parameter set: 

 [𝐹𝑇]𝑎𝑝𝑝𝑎𝑟𝑒𝑛𝑡 = [𝐹𝑇] ∗ 𝐹𝑇𝑚𝑜𝑑 (15) 

Where the parameter 𝐹𝑇𝑚𝑜𝑑 is a constant multiplier of [FT] abundance. This permits the 

[FT]apparent curve to achieve a different amplitude based on the parameter 𝐹𝑇𝑚𝑜𝑑, while the 

dynamic changes are kept the same. 

 

Positive domain mitigations 

As these models represent discrete biological objects (LFY, TFL1, FT, and the hypothesized 

factor(s) X), their concentrations are only valid in the positive domain. However, some 

combinations of parameter values may cause the model system to take small negative values 

during the solution. Therefore, we constrained our model to the positive domain with the 

following mitigations. First, when examining the abundance of any model species, negative 

values are treated as zero values. Second, as suggested by (74), if any object in the model has 

negative abundance during a timestep, the derivative for that timestep is restricted to non-

negative values. 

 

Representation of mutations 

Given any parameter set, biological mutations are represented in our simulations by performing 

the indicated modifications (table S5) and re-evaluating the model solution. Each mutation is 

presented as an ablation of model functionality (setting a relevant parameter value to zero, as in 

knockout mutants) or a relative modification of the parameter’s value (e.g. [LFY] degradation 

rate (the dLFY parameter) is increased five-fold over the wild-type value in the amiRLFY 

mutant). Since our representations of lfy mutant and mLFYBS tfl1 in 2-node and 3-node models 

are identical, only lfy mutant were shown. For Sobol’ sensitivity analysis, the lower and upper 

bounds of the parameter range were modified to represent each mutant (e.g. if the dLFY range in 

wild type is between 0.01 and 1, the corresponding dLFY bounds in the amiRLFY mutant were 5 

fold higher (0.05 to 5)). 

 

Model outcomes 

Final values of [LFY], [TFL1], and [X] are calculated and used as the outputs of each model 

simulation. Final values are defined by examining the final 10% of each simulation's timespan by 

the following procedure: 

1. Interpolate values for [LFY], [TFL1], and [X] within the final 10% of the simulation 

every 0.1 units of time  

2. Identify the minimum and maximum values for [LFY], [TFL1], and [X] within that 

region of time, clamped to [0, ∞] 

3. Final values of [LFY], [TFL1], and [X] are calculated as the midpoints of the minimum 

(Min) and maximum (Max) values: 
𝑀𝑖𝑛+𝑀𝑎𝑥

2
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The derived final values of [LFY], [TFL1], and [X] were used in parameterization studies, 

Sobol’ sensitivity analyses, and for calculating [LFY] or [TFL1] fold changes in mutant relative 

to wild-type simulations. 

 

Model parameterization 

We tested the ability of our models to recapitulate empirical observations using a simulation-

based inference strategy, Approximate Bayesian Computation (75-77). ABC methods use a 

simulation-based-inference approach to estimate the posterior distribution of parameter 

likelihoods. This technique allows us to identify regions of parameter space sufficient to satisfy 

(or satisfice) expected model behaviors (fig. S13A). Sets of criteria for the 2-node, 3-node, and 

4-node models are defined based on our experimental data (tables S6 to S9). These criteria 

facilitate filtering parameter space using an ABC rejection algorithm (76). 

 

Our criteria are expressed as thresholds defining the minimum fold change in a mutant 

simulation relative to a WT simulation (tables S6 to S9). For example, biological evidence 

suggests that depletion of LFY (amiRLFY) causes TFL1 to decrease approximately 3-fold (Fig. 

3B), so we set a minimum 1.5-fold decrease of [TFL1] (i.e. ≤ 
2

3
 relative to WT) for the in silico 

experiment. We model an amiRLFY mutant by increasing dLFY (the degradation rate of [LFY]) 

and expect this to result in a decrease of [TFL1] final value compared to the WT case where 

dLFY is unmodified. If the fold-change value [TFL1]amiRLFY / [TFL1]WT is less than 
2

3
, Criterion 

#4 is assigned a value of 0.0. Otherwise, a non-zero value is returned, and the parameter set is 

rejected. This process repeats for every criterion. Only parameter sets simultaneously satisficing 

all applicable criteria (total criteria score == 0.0) are accepted for further studies. 

 

Notably, two independent parameterizations were performed for the 3-node model. The first 

parameterization searched for parameter sets that recapitulate experimental observations 

presented in Figs. 1 to 4 (table S7), and the simulations employed constant FT values as input. 

The results are presented in fig. S18A. The second parameterization additionally included the 

dynamic changes in LFY and TFL1 observed in the WT during a time-course FRP experiment 

(Fig. 5, A and B) as criteria (table S8), and the pulsed FT profile, rather than constant FT, was 

used as an input for the simulation. The results are presented in fig. S22A. 

 

The 4-node model is treated as an extension of the 3-node model. This parameterization only 

searched for X-related parameters (table S9). Parameters unrelated to factor X were fixed by 

selecting the 3-node parameter set closest to the centroid of the 3-node parameterization results 

given pulsed FT (fig. S22A). 

 

Parameterizations were performed within the default bounds listed in tables S10 to S12. 

Parameter bounds are presented in linear space (e.g. bLFY takes values between 0.0005 and 20) 

for simplicity, but algorithmic sampling is performed in log space to ensure that all regions of 

parameter space are equally accessible. Two independent replicate parameterizations were 

performed, assessed for concordance and the two replicates were pooled for data presentations. 

 

Model oscillation 
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Delay differential equation systems such as ours—with two species regulating each other in 

opposite fashions—are capable of oscillation (34). For all parameter sets accepted by 

parameterizations, we analyzed the presence and strength of [LFY] and [TFL1] oscillation in the 

wild type and mutant with an intact negative feedback loop (fig. S13B). We investigated the 

relative oscillation in 2-node and 3-node models only, as the 4-node model extends the 3-node 

model and is expected to have the same behavior in the inflorescence meristem simulations. We 

calculated the relative oscillation (defined as the ratio of peak-to-peak amplitude to the midpoint 

value of the species) by the following procedure: 

1. Interpolate the values for [LFY], [TFL1], and [X] within final 25% and 10% of the 

simulation every 0.1 units of time 

2. Access the monotonicity in the final 25%, and relative oscillation of monotonic species is 

set to 0.0  

3. For non-monotonic species, identify the minimum (Min) and maximum (Max) values in 

the final 10% of the simulation, clamped to [0, ∞] 

4. For non-monotonic species, calculate relative oscillation as: 

 
𝑅𝑒𝑙𝑎𝑡𝑖𝑣𝑒 𝑂𝑠𝑐𝑖𝑙𝑙𝑎𝑡𝑖𝑜𝑛 = 2 ∗

𝑀𝑎𝑥 − 𝑀𝑖𝑛

𝑀𝑎𝑥 + 𝑀𝑖𝑛
 (16) 

The derived relative oscillation ranges from 0 to 2, with 0.2 denoting 10% deviation from the 

midpoint. 

 

Model sensitivity analysis 

We used a Sobol’ Sensitivity Index approach to determine sensitivity of the model to parameter 

perturbation (fig. S14C, fig. S18E, fig. S22G, fig. S24E). This method estimates the proportion 

of variance of a model’s output due to either single (first order/S1) or combined (total order/ST) 

contributions of the different parameters (77-79). Sensitivity analyses were performed for each 

model within the parameter space defined by the parameterization results, with two independent 

3-node model Sobol’ sensitivity analyses conducted in parameter spaces from the separate 3-

node parameterizations (fig. S18E and fig. S22G). Simulations of 3-node and 4-node models 

were performed using constant FT inputs. The sensitivity analysis of each mutant in each model 

has 5 technical replicates and a Sobol’ sequence length of 215 (for the 2-node model) or 216 (all 

other models) parameter sets. As a negative control and a tool for distinguishing low-sensitivity 

parameters from truly insensitive parameters, we implemented a dummy parameter with no 

effect on model outcomes (80). The sensitivity indices calculated for this dummy parameter were 

used in a series of non-parametric Kruskal-Wallis tests ( = 0.05) to identify statistically 

significant sensitivity indices in replicated sensitivity analyses. 

 

Promoter occupancy analysis 

Using parameter sets identified using the 3-node model parameterization with pulsed FT (fig. 

S22A), we investigated the LFY and TFL1 promoter occupancy in LFY overexpression mutants 

with various bLFY levels. The promoter occupancy is defined as the probability that the binding 

site on the promoter is occupied and calculated using Hill equations (81) based on the final value 

of [LFY] ([LFY]final) and the final value of [TFL1] ([TFL1]final): 

 𝑂𝑐𝑐𝑢𝑝𝑎𝑛𝑐𝑦𝐿𝐹𝑌−𝑡𝑜−𝑝𝑇𝐹𝐿1 = ℎ𝑖𝑙𝑙([𝐿𝐹𝑌]𝑓𝑖𝑛𝑎𝑙, 𝑘𝐿𝐹𝑌 , 𝑛𝐿𝐹𝑌) (17) 

 𝑂𝑐𝑐𝑢𝑝𝑎𝑛𝑐𝑦𝑇𝐹𝐿1−𝑡𝑜−𝑝𝐿𝐹𝑌 = ℎ𝑖𝑙𝑙([𝑇𝐹𝐿1]𝑓𝑖𝑛𝑎𝑙𝑏𝑜𝑢𝑛𝑑, 𝑘𝑇𝐹𝐿1, 𝑛𝑇𝐹𝐿1) (18) 

Where 

 [𝑇𝐹𝐿1]𝑓𝑖𝑛𝑎𝑙𝑏𝑜𝑢𝑛𝑑 = [𝑇𝐹𝐿1]𝑓𝑖𝑛𝑎𝑙 ∗ 𝑒−[𝐹𝑇]𝑎𝑝𝑝𝑎𝑟𝑒𝑛𝑡∗𝑝𝐸𝑥𝑝 (19) 
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[FT] is a constant in the LFY overexpression mutant simulation, and 

 [𝐹𝑇]𝑎𝑝𝑝𝑎𝑟𝑒𝑛𝑡 = [𝐹𝑇]𝑡0 ∗ 𝑓𝑡𝑚𝑜𝑑 = 2 ∗ 𝑓𝑡𝑚𝑜𝑑 (20) 

 

Software 

Models were implemented using Julia (82) and the following packages: DifferentialEquations.jl 

package (83), Plots.jl (84), GpABC.jl (85), and GlobalSensitivity.jl (86, 87). Data were analyzed 

and visualized using R (88) with ggplot2 (89) and ggpubr (90). 
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Fig. S1. TFL1 mRNA and protein pattern during inflorescence development. (A) The 

identities and developmental trajectories of all meristems before (I1) and after (I2) the 

inflorescence starts to produce flowers. (B) TFL1 mRNA expression domain relative to that of 

WUS and CLV3 in I2 phase inflorescence meristems. (C and D) TFL1 mRNA (C) and protein 

(D) accumulation in I2 phase inflorescences. Longitudinal sections (left) and top-view maximum 

intensity projections (right). (C) TFL1 mRNA FISH (green). Nuclei (DAPI): blue. (D) gTFL1-

GFP tfl1-1 fluorescence (green). Cell wall (magenta): Calcofluor-white (left) or PI (right). IM: 

inflorescence meristem, LM: lateral meristem, AM: axillary meristem, FP: flower primordium, 

LP: leaf primordium. 
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Fig. S2. Constructs and sequences of transgenic and CRISPR deletion lines. (A) 

Comparisons of TFL1 cis-regulatory regions identified in this study and (21). Coordinates are 

based on TAIR10. (B) Genomic TFL1 (gTFL1-mEGFP) containing wild-type TFL1 intergenic 

regulatory sequences, with individual regulatory region deletions (dV, dVI, dVII), or LFY 

binding site mutations (mLFYBS). mLFYBS is identical in length to the gTFL1-mEGFP control. 

(C and D) Sequence alignments of wild-type TFL1 cis-regulatory region VII and region VII with 

CRISPR deletions (criVII) (C) or mLFYBS (D). The 19-bp LFY binding sites are highlighted in 

green. (C) Red arrows: CRISPR guide RNA targeting sites. (D) Red horizontal line: amplicon for 
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ChIP-qPCR in D. Point mutations in LFY binding sites are marked in red. (E) LFY-GR ChIP-

qPCR for wild-type region VII (WT) or mLFYBS region VII after treatment with 

dexamethasone (Dex) or mock solution. Mean ± SEM (n=3). Two-tailed Welch’s t-test p-values: 

ns >0.05, ** <0.01. (F) MNase-seq (14) peaks denote nucleosomes at the TFL1 locus prior to 

(Mock) and after (Dex) LFY binding, with LFY occupancy below (14). 
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Fig. S3. Terminal flower phenotypes of gTFL1-mEGFP tfl1-1 transgenic plants and region 

VII CRISPR deletion mutants. (A to D) Quantification of flowers formed before termination 

(A, C, D) and representative inflorescence images (B) for gTFL1-mEGFP (gTFL1), dV, dVI, or 

dVII tfl1-1 T1 plants (A), wild-type Col-0, criVII (C), and gTFL1 or mLFYBS tfl1-1 T1 plants 

(D). (E) Selection of representative median-expression-level transgenic lines (red dots) by qRT-

PCR. Datapoints represent independent T2 transgenic lines. (F) Quantification of flowers formed 

before termination in homozygous T3 or T4 populations of all representative lines (n ≥ 17). (G) 

TFL1 expression measured by RT-qPCR in entire inflorescences of wild-type (Col-0) and criVII 

at the I1-to-I2 transition. Mean ± SEM (n=3). Two-tailed Welch’s t-test p-value: * <0.05.  
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Fig. S4. Phenotypes of gTFL1-mEGFP tfl1-1 transgenic plants and region VII CRISPR 

deletion mutants in the vegetative and I1 phase. (A, C, E) Rosette leaves produced in gTFL1-

mEGFP (gTFL1), dV, dVI, or dVII tfl1-1 T1 plants (A), wild-type Col-0, criVII (C), gTFL1, 

mLFYBS tfl1-1 T1 plants (E). (B, D, F) Primary branches produced in the same genotypes. 

Two-tailed Welch’s t-test p-values: ns >0.05, * <0.05, *** <0.001. 
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Fig. S5. Spatiotemporal expression of wild-type and binding site mutated TFL1. (A) 

Confocal images of the I1 phase inflorescences (longitudinal sections) quantified in Fig. 1G. 

mEGFP: green, cell wall (Calcofluor-white): magenta. IM: inflorescence meristem, AM: axillary 

meristem, CL: cauline leaf. Arrows: TFL1 in AMs. (B) Confocal images of TFL1-mEGFP 

protein (green) expression in I2 phase gTFL1-mEGFP (gTFL1), dVII, and mLFYBS tfl1-1 

inflorescences (top-view maximum intensity projections). Cell wall (PI): magenta. (C) mEGFP 

mRNA FISH (green) in I1 phase inflorescences of gTFL1, dVII, and mLFYBS tfl1-1 

(longitudinal sections). Cell wall (Calcofluor-white): white. (A and C) Region VII deletion or 

mutation results in elevated TFL1 accumulation below its normal site of expression in the I1 

phase, suggesting presence of a repressor element. (D) Wholemount TFL1 FISH (red) in I2 phase 

inflorescences of wild-type Col-0 and criVII (top: top-view maximum intensity projections, 

bottom: xz longitudinal view). Nuclei (DAPI): blue. 
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Fig. S6. Spatiotemporal expression of transgenic rescue constructs in tfl1-1/+ heterozygous 

plants. (A) Inflorescence indeterminacy of gTFL1-mEGFP (gTFL1), dVII, mLFYBS in tfl1-1/+. 

(B) gTFL1-mEGFP protein (green) in the inflorescence meristems of gTFL1, dVII, and 

mLFYBS tfl1-1/+ before and after the I1-to-I2 transition. Cell wall (Calcofluor-white): magenta. 

(C) gTFL1-mEGFP fluorescence (green) in I2 phase tfl1-1/+ inflorescences. Shown are top-view 

maximum intensity projections. Cell wall (PI): magenta. 
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Fig. S7. LFY mRNA and protein accumulate in the I2 inflorescence meristem center. (A) 

Diagrams of different LFY reporters. In the CRISPR gene targeting LFY-mScarlet-I, mScarlet-I 

was integrated at endogenous LFY locus at the LFY C terminus. In transgene gGLFY and pLFY-

GLFY, GFP was inserted right after the 31st codon of LFY (7, 31). gGLFY contains all genomic 

LFY sequences, while pLFY-GLFY lacks the intronic sequences. (B) gGLFY lfy-1 and pLFY-

GLFY lfy-12 protein expression (top: top-view maximum intensity projections, bottom: xz 
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longitudinal views). (C) Wholemount immunohistochemistry using anti-LFY antibody in the 

wild-type and in lfy-1 inflorescences (top: single optical sections, bottom: xz longitudinal view). 

(D) Wholemount mScarlet-I FISH (green) in inflorescences of CRISPR knock-in LFY-mScarlet-

I plants and wild-type control. (E) Wholemount TFL1 FISH (magenta) in I2 phase inflorescences 

of the weak lfy-2 mutant. (F) gTFL1-GFP protein expression in I2 phase inflorescences of wild-

type Col-0 and lfy-1 null mutant. (G) Combined GFP fluorescence (green) and GFP FISH 

(magenta) in I2 phase inflorescences of gGLFY lfy-1 and pLFY-GLFY lfy-12. Shown are single 

optical sections at the IM-LM boundary. No GLFY protein movement from the LM to the IM 

was detected in pLFY-GLFY lfy-12. LM: lateral flower meristem, IM: inflorescence meristem. 

(H) Wholemount GFP (green) and TFL1 (magenta) FISH in wild-type control I2 phase 

inflorescences. (D, E, F, H) Shown are top-view maximum intensity projections. Nuclei (DAPI): 

blue. (I) gGLFY lfy-1 (n=8) and pLFY-GLFY lfy-12 (n=9) formed indeterminate inflorescences. 
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Fig. S8. TFL1 and LFY expression in axillary meristems and flowers in the wild type and 

mutants. (A) gTFL1-mEGFP protein (green) expression is not reduced in axillary meristems 

(AMs) upon deletion or mutation of region VII. (B and C) TFL1 mRNA (green) is present and 

LFY mRNA (magenta) absent from AMs based on FISH. (D) gTFL1-mEGFP protein (green) is 

absent in developing flowers. (E) LFY, but not TFL1 is strongly expressed in developing flowers. 

(A and D) Cell wall (Calcofluor-white): magenta. (B and E) Cell wall (Calcofluor-white): white. 

(C) Nuclei (DAPI): blue. (B and C) The white dashed line marks the AM where LFY expression 

is absent. IM: inflorescence meristem, CL: cauline leaf. 
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Fig. S9. Temporal accumulation of LFY and TFL1 mRNA during the I1-to-I2 transition in 

long days. (A) Developmental stage of long-day-grown plant samples at different plant age. (B 

and C) Wholemount FISH (B) and quantifications (C) of TFL1 (green) and LFY (red) in wild-

type inflorescences at different timepoints during inflorescence development. (B) Top-view 

maximum intensity projections. Nuclei (DAPI): blue. (C) FISH intensity in the center of 

inflorescence meristems (mean ± SEM, n≥5). “Background”: FISH without hybridization probes 

at the same image acquisition settings. 
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Fig. S10. Image quantification for inducible LFY and TFL1 depletion assays. (A) A 

representative image of an I2 phase inflorescence. The inflorescence meristem center is 

surrounded by concentric circles separated by 5 µm. Fluorescence intensity was quantified in 

annulus regions between adjacent circles (B to E). The 30-µm radius circle (yellow) marks the 

outer boundary of the inflorescence meristem center. (B and C) Quantification of inducible LFY 

depletion in Fig. 3, A and B. Spatial distribution of GLFY fluorescence (B) and TFL1 FISH 

intensity (C) in the inflorescence meristem (mean ± SEM, n=5). “Background”: wild type FISH 

without hybridization probes at the same image acquisition settings. (D and E) Quantification of 

the inducible TFL1 depletion in Fig. 3, C and D. Spatial distribution of TFL1-GFP fluorescence 

(D) and LFY FISH intensity (E) in the inflorescences (mean ± SEM, n=5). “Background”: 

Estradiol-treated wild type using the same FISH procedures and image acquisition settings. (B to 

E) Grayed parts of the plot indicate the bins beyond the inflorescence meristem center that 

include lateral meristems and flower primordia (between yellow and red circles in A) and were 

excluded from the fluorescence intensity quantification for the inflorescence meristem center. In 

each distance bin, means of signal intensity in uninduced (Mock) and induced (Dex or Estradiol) 

samples were compared by two-tailed Welch’s t-test. (F and G) Percentage of plants forming 
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terminal flowers in response to inducible depletion of LFY (F) or TFL1 (G). n ≥ 7, Fisher’s exact 

test. (B to G) p-values: ns >0.05, * <0.05, ** <0.01, *** <0.001, **** <0.0001.  
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Fig. S11. Induction of 35S:LFY-GR promotes TFL1 expression in the inflorescence 

meristem. (A to D) Wholemount TFL1 FISH (green) in I2 phase inflorescences of wild-type Ler 

(A and B) and 35S:LFY-GR (C and D) treated with 5 µM dexamethasone (Dex) or the mock 

solution for 20 hours. (A and C) Top-view maximum intensity projections (top) and xz 

longitudinal view (bottom). Dashed rectangles: the region where TFL1 expression responds to 

35S:LFY-GR induction. Arrows indicate early flower primordia. TFL1 is not expressed in these 

tissues after 35S:LFY-GR induction. Nuclei (DAPI): blue. (B and D) Spatial distribution of 
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TFL1 FISH intensity in the inflorescences (mean ± SEM). Ler n=3, 35S:LFY-GR n=8. Gray 

parts of the plot indicate the bins beyond the inflorescence meristem center that include lateral 

meristems and flower primordia. In each distance bin, means of signal intensity in Mock and 

Dex samples were compared by two-tailed Welch’s t-test. Absolute values of FISH intensity in B 

and D are not comparable due to use of different fluorescent dyes and image acquisition settings. 

(E) gTFL1, dVII, mLFYBS gTFL1-mEGFP expression measured by RT-qPCR after inducing 

LFY-GR with 5 µM dexamethasone solution (Dex) or mock solution (Mock) in entire 

inflorescences. Mean ± SEM (n=3). (B, D, E) Two-tailed Welch’s t-test p-values: ns >0.05, * 

<0.05, ** <0.01, *** <0.001, **** <0.0001. (F) Wholemount TFL1 FISH (green) in stage 4 

flowers of 35S:LFY-GR treated with dexamethasone (Dex) or mock solution (maximum 

intensity projections). TFL1 upregulation was not observed in Dex-treated flowers. Nuclei 

(DAPI): blue. (G) Distribution of log2 fold changes of simulated increases in LFY and TFL1 

accumulation in response to inducible LFY overexpression compared to the wild type across all 

accepted parameter sets (n=20000). 
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Fig. S12. Ectopic expression of TFL1 in the inflorescence meristem represses LFY 

expression. (A to C) Wholemount FISH (A) and quantification (B and C) of TFL1 (green) and 

LFY (red) in stage-matched I2 inflorescences of wild-type Col-0 and 35S:TFL1 (maximum 

intensity projections). Nuclei (DAPI): blue. n≥4. (B) Shown are mean ± SEM. Two-tailed 

Welch’s t-test p-value: ** <0.01. (C) Spatial distribution of LFY FISH intensity in the 

inflorescences (mean ± SEM). “Background”: wild-type Col-0 without FISH hybridization 

probes using same image acquisition settings. Gray parts of the plot indicate bins beyond the 

inflorescence meristem center that are excluded from fluorescence intensity quantification for the 

inflorescence meristem center as they comprise lateral meristems and flower primordia. In each 

distance bin, means were compared by two-tailed Welch’s t-test. p-values: ns >0.05, * <0.05, ** 

<0.01, *** <0.001, **** <0.0001. (D) Distribution of log2 fold changes for simulated LFY and 

TFL1 levels in TFL1 overexpression relative to the wild type across all accepted parameter sets 

(n=20000). 
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Fig. S13. Flowchart of computer model parameterization and oscillation studies. (A) Model 

parameterization. The midpoint of the maximum and minimum values in the final 10% timespan 

of each simulation was used as LFY and TFL1 final values (model outcome) to calculate the 

expression fold changes for mutants compared to the wild type. (B) Quantification of oscillation 

frequency for all accepted parameter sets. First, the final 25% timespan of the LFY or TFL1 

simulations were used for assessing monotonicity. If simulations were not monotonic, the 

maximum (final max) and minimum (final min) values of LFY or TFL1 in the final 10% of the 

simulations were used for calculating the relative oscillation of non-monotonic simulations. For 

example, a relative oscillation of 0.2 indicates a 10% deviation from the midpoint. 
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Fig. S14. Parameterization, test of oscillation and Sobol’ sensitivity analyses for the 2-node 

LFY-TFL1 model. (A) Distribution of parameters accepted by the parameterization for basal 

production rate (bLFY, bTFL1), activity (lfybs, tfl1bs), concentration of LFY when the promoter 

of TFL1 is half occupied and vice versa (kLFY, kTFL1), Hill coefficient (nLFY, nTFL1) and 

degradation rate (dLFY, dTFL1). 20000 parameter sets were accepted at an acceptance rate of 

approximately 1 per 4500. (B) Relative oscillations of LFY and TFL1 in 2-node model 

simulations with accepted parameter sets. Shown are simulated wild type or mutants with an 

intact negative feedback loop. Parameter sets with relative oscillation > 0.2 (deviating 10% from 

the final value) were rare. (C) Global sensitivity analysis for 2-node model outcomes (LFY and 

TFL1 final values). The heatmaps (mean of 5 technical replicates) of first-order (S1) and total-

order (ST) Sobol’ indices show the contribution of each parameter to the variance of the model 

outcome. S1 shows the contribution of each parameter on its own, while ST shows combined 

contributions of each parameter and its interactions with other parameters. The dummy 

parameter serves as a control that does not contribute to the model outcomes. Kruskal-Wallis 

followed by Dunn’s test were used to compare the Sobol’ indices of parameters in each mutant 
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(or wild type). Asterisks indicate the Sobol’ indices that are statistically distinguishable from the 

dummy parameter and contribute more than >0.1% to the variance. Adjusted p-values: * <0.05, 

** <0.01, *** <0.001, **** <0.0001. 
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Fig. S15. Effect of TFL1 protein depletion or LFY protein mutation on TFL1 and LFY 

mRNA levels as a result of the negative feedback loop. (A to D) Wholemount FISH (A) and 

quantification (B to D) of LFY and TFL1 in I2 phase inflorescences of wild-type Col-0 and the 

lfy-2 mutant. (A) Top-view maximum intensity projections (LFY: red, TFL1: green). Probes 

detect mRNA from wild-type and mutant alleles of LFY. Reduction of LFY activity triggers 

reduced TFL1 accumumation, this in turn leads to increased LFY accumulation. (B to D) RNA 

FISH intensity in the inflorescence meristem center. Datapoints represent individual 

inflorescence samples (n≥3). (E to H) Wholemount FISH (E) and quantification (F to H) of LFY 

and TFL1-GFP in I2 phase gTFL1-GFP tfl1-1 inflorescences after inducing GFP degradation 

(Estradiol) or treatment with mock solution for 20 hours. (E) Top-view maximum intensity 

projections (LFY: red, TFL1-GFP: green). TFL1 protein depletion triggers an increase in LFY 

accumulation and hence TFL1 accumulation. (F to H) RNA FISH intensity in the inflorescence 

meristem center. Datapoints represent individual inflorescence samples (n=4). (C, D, G, H) 

Mean ± SEM. Means were compared by two-tailed Welch’s t-test. p-values: * <0.05, ** <0.01, 

**** <0.0001.  
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Fig. S16. FRP induces TFL1 via LFY in I2 phase inflorescence meristems. (A) FRP is a very 

strong floral inductive signal that accelerates developmental transitions relative to long-day 

growth. Rosette leaves (left) and primary branches (right) produced in wild type grown for 5 

days in long-day photoperiod (LD) or in long day supplemented with far-red light (FRP; 16-hour 

FRP/8-hour dark) treatment. n≥11. The means were compared by two-tailed Welch’s t-test. p-

values: **** <0.0001. (B and C) Quantification of the FRP assay in Fig. 4, A and B. Spatial 

distribution of TFL1 (B) and LFY (C) FISH intensity in wild-type inflorescences without (-FRP) 

or with (+FRP) a single continuous 24-hour far-red-enriched treatment (mean ± SEM, n=3). (D 

and E) Quantification of response to FRP in the center of inflorescence meristems of wild type 

and mutants in Fig. 4E. (D) Shown are mean ± SEM (n≥3). Two-tailed Welch’s t-test p-values: * 

<0.05, ** <0.01. (E) Spatial distribution of mEGFP FISH intensity in inflorescences in D treated 

with (+FRP) or without (-FRP) FRP as described for (B and C). Mean ± SEM, n≥3. (B, C, E) 

Gray parts of the plot indicate bins beyond the inflorescence meristem center that are excluded 

from fluorescence intensity quantification for the inflorescence meristem center as they comprise 

lateral meristems and flower primordia. In each distance bin, means of signal intensity in 

uninduced (-FRP) and induced (+FRP) samples were compared by two-tailed Welch’s t-test. P-

values: ns >0.05, * <0.05, ** <0.01, *** <0.001, **** <0.0001. 
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Fig. S17. FT promotes TFL1 upregulation via LFY. (A to D) Confocal images (A) and 

quantification (B to D) of the inducible FT overexpression for the data in Fig. 4, C and D. (A) FT 

(yellow) FISH accumulation in I2 stage inflorescences induced by dexamethasone (Dex) or 

mock treated for 16 hours (maximum intensity projections). (B to D) Spatial distribution of FT 

(B), LFY (C), and TFL1 (D) transcript levels in inflorescences treated as in A (mean ± SEM, 

n=5). “Background”: wild-type Col-0 (without FISH hybridization probes) using the same image 

acquisition settings. (E and F) Quantification of inducible FT overexpression for the data in Fig. 

4F comparing gTFL1-mEGFP tfl1/+ with versions thereof that lack LFY binding sites (dVII or 

mLFYBS gTFL1-mEGFP tfl1/+). Plants were treated as in (A). (E) Quantification in the 

inflorescence meristem center (mean ± SEM, n≥3). Two-tailed Welch’s t-test p-values: ns >0.05, 

* <0.05, **** <0.0001. (F) Spatial distribution of mEGFP FISH intensity (mean ± SEM, n≥3). 

(B, C, D, F) Gray parts of the plot indicate bins beyond the inflorescence meristem center that 

are excluded from fluorescence intensity quantification for the inflorescence meristem center as 

they comprise lateral meristems and flower primordia. In each distance bin, means of signal 

intensity in uninduced (Mock) and induced (Dex) samples were compared by two-tailed Welch’s 

t-test. p-values: ns >0.05, * <0.05, ** <0.01, *** <0.001, **** <0.0001. 
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Fig. S18. Parameterization, test of oscillation and Sobol’ sensitivity analyses for the 3-node 

model using FT as an input. (A) Distributions of parameters accepted by the parameterization. 

20000 parameter sets were accepted at an acceptance rate of approximately 1 per 16000. (B) 

Distributions of log2 fold changes for simulated LFY and TFL1 levels in mutants relative to the 

wild type across all accepted parameter sets. (C) Example simulations of LFY, TFL1, and FT 

accumulation over time in wild type and mutants. Parameter set closest to the centroid of the 

accepted parameter sets were used to generate the graphs. Dashed lines indicate LFY and TFL1 

final values in the wild-type simulation. (D) Relative oscillations of LFY and TFL1 in 3-node 

model simulations with accepted parameter sets. Shown are simulated wild type or mutant with 

an intact negative feedback loop. Parameter sets with relative oscillation > 0.2 (deviating 10% 

from the final value) were rare. (E) Global sensitivity analysis for 3-node model outcomes (LFY 

and TFL1 final values). The heatmaps (mean of 5 technical replicates) of first-order (S1) and 

total-order (ST) Sobol’ indices show the contribution of each parameter to the variance of the 

model outcome. The dummy parameter serves as a control that does not contribute to the model 

outcomes. Kruskal-Wallis followed by Dunn’s test were used to compare the Sobol’ indices of 

parameters in each mutant (or wild type). Asterisks indicate the Sobol’ indices that are 

statistically distinguishable from the dummy parameter and contribute more than >0.1% to the 

variance. Adjusted p-values: * <0.05, ** <0.01, *** <0.001, **** <0.0001. 
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Fig. S19. TFL1 and LFY transcript accumulation in response to FRP treatment. (A) 

Schematic of FRP induction regime (7, 8) in Fig. 5, A to D. Plants were grown in non-inductive 

short-day condition for 42 days, treated with FRP for 24 hours and then transferred to LD. 

Inflorescences were sampled daily. Red arrow: start of FRP induction. (B to D) Time-course 

wholemount FISH for TFL1 (green) and LFY (red) in wild type, lfy-1, criVII #13-1, criVII #13-4, 

and tfl1-1 heterozygote (tfl1-1 het) before and after FRP induction. (B) Confocal images of all 

replicates of the time-course wholemount FISH assay shown in Fig. 5, A to D. 60-µm diameter 

circles of inflorescence meristem centers for each sample (maximum intensity projections along 

the z-axis). The TFL1 (top) and LFY (bottom) images at equivalent positions are from separate 

channels of the same inflorescence. (C and D) Quantification of TFL1 and LFY FISH intensities 

in the criVII #13-1 line (which retains more LFY binding sites than criVII #13-4) (C) and in the 

lfy-1 null mutant (D) (mean ± SEM, n≥4). Gray lines show the data of wild-type Col-0. (B and 

D) In lfy-1, mutant LFY mRNA levels were recorded. (E) Number of flowers formed before 

inflorescence meristem termination in wild-type Col-0 and criVII alleles after FRP induction. 

n≥6. SD: short-day photoperiod, LD: long-day photoperiod, FRP: 24-hour far-red enriched light 

treatment. 
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Fig. S20. TFL1-mEGFP and LFY transcript accumulation in response to FRP treatment.  

(A to C) Time-course wholemount FISH for transgenic rescue lines (gTFL1, dVII, or mLFYBS 

gTFL1-mEGFP in tfl1-1) before and after FRP induction. Experimental design as in fig. S19A. 

(A) Maximum intensity projections. mEGFP: green, LFY: red, nuclei (DAPI): blue. (B) 60-µm 

diameter circles of inflorescence meristem centers for each sample (maximum intensity 

projections along the z-axis). mEGFP (top) and LFY (bottom) images at equivalent positions are 

from separate channels of the same inflorescence. (C) Quantification of mEGFP and LFY FISH 

intensity in the time-course experiment (mean ± SEM, n≥4). (D) Number of flowers formed 

before inflorescence meristem termination in the rescue lines after FRP induction. n≥6. SD: 

short-day photoperiod, LD: long-day photoperiod, FRP: far-red-enriched long-day photoperiod. 
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Fig. S21. TFL1 and LFY response to perturbation by FRP in I2 inflorescence meristems, 

after the reproductive transition. (A and B) Time-course wholemount FISH for TFL1 (green) 

and LFY (red) in wild-type inflorescence meristems before and after FRP induction. 

Inflorescences (24LD) were treated with 24-hour FRP (+FRP) followed by return to LD. (A) 

Shown are maximum intensity projections. TFL1: green, LFY: red, nuclei (DAPI): blue. (B) 

Quantification of TFL1 and LFY FISH intensity in the time-course experiment (mean ± SEM, 

n=5). 
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Fig. S22. Parameterization for the 3-node model with changing FT input, test of oscillation 

study and Sobol’ sensitivity analyses. (A) Distributions of parameters accepted by the 

parameterization. 1617 parameter sets were accepted at an acceptance rate of approximately 1 

per 1.8 million. Compared to fig. S18A, the dynamic changes of both LFY and TFL1 levels in 

the wild type at different timepoints of the FRP treatment were included as additional criteria for 

the parameterization (Fig. 5, A and B). Relative to fig. S18A, a narrow range of degradation rates 

(dLFY and dTFL1) fit our criteria. (B) Distributions of log2 fold changes for simulated LFY and 

TFL1 levels in mutants relative to the wild type across all accepted parameter sets. (C) Relative 

oscillations of LFY and TFL1 in 3-node model simulations with accepted parameter sets. Shown 

are simulated wild type or mutants with an intact negative feedback loop. Parameter sets with 

relative oscillation > 0.2 (deviating 10% from the final value) were rare. (D to F) Simulations of 

FT, LFY, and TFL1 in wild type and mutants before and after the simulated FRP treatment. An 

FT pulse was used to simulate the FRP treatment as shown in fig. S19A. Shown are mean values 

at different time points of simulations using all accepted parameter sets. (D and E) The vertical 

dashed lines correspond indicate timepoints 42SD, +FRP, +FRP+1LD, and +FRP+2LD also 

referred to as Time 1-4 of the FRP treatment experiment. See also (fig. S19A). (D) FT levels 

over time without (top) or with (FTapparent, bottom) the modification by the ftmod parameter 

(Supplementary Text). (E) Shown are LFY and TFL1 values over time. Simulations with intact 

negative feedback loops (WT and tfl1 het) show lower LFY peak and earlier LFY decline. (F) 

tfl1 heterozygotes showed similar LFY and TFL1 dynamics as wild type during the simulated 

FRP treatment and higher LFY and TFL1 values. The gray dashed lines link identical time points 

between the two curves. (G) Global sensitivity analysis for 3-node model outcomes (LFY and 

TFL1 final values). Analyses were performed within the bounds identified by the 

parameterization in panel (A). The heatmaps (mean of 5 technical replicates) of first-order (S1) 

and total-order (ST) Sobol’ indices show the contribution of each parameter to the variance of 

the model outcome. The dummy parameter serves as a control that does not contribute to the 

model outcomes. Kruskal-Wallis followed by Dunn’s test were used to compare the Sobol’ 

indices of parameters in each mutant (or wild type). Asterisks indicate the Sobol’ indices that are 

statistically distinguishable from the dummy parameter and contribute more than >0.1% to the 

variance. Adjusted p-values: * <0.05, ** <0.01, *** <0.001, **** <0.0001. SD: short-day 

photoperiod, LD: long-day photoperiod, FRP: far-red-enriched long-day photoperiod. 

 

  



 

 

37 

 

 
Fig. S23. Sustained LFY overaccumulation in the inflorescence meristem overrides the 

LFY-TFL1 negative feedback loop leading to determinacy. (A to C) Wholemount FISH (A) 

and quantification (B and C) for LFY (red) and TFL1 (green) in I2 phase inflorescences of gLFY 
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T1 transformants. All gLFY T1 samples were assayed at the 1cm bolt stage. (A) Shown are 

maximum intensity projections. Nuclei (DAPI): blue. (B) Quantification of FISH intensity in the 

inflorescence meristem center. Datapoints represent individual inflorescence samples. Samples 

shown in A are depicted as triangles. (C) Quantification of LFY FISH intensity in the 

inflorescence meristem center of indeterminate and determinate gLFY T1 transformants (Col-0 

n=3, gLFY n=22). Means were compared by two-tailed Welch’s t-test. p-values: ** <0.01. (D 

and E) Predicted distributions of simulated LFY and TFL1 log2 fold changes (D) and predicted 

promoter occupancy (E) in mutants with increased bLFY across all accepted parameter sets (fig. 

S22A). (E) Promoter occupancy was calculated using Hill equations based on simulated final 

values for LFY and TFL1 levels (Supplementary Text). (F) Terminating inflorescence meristems 

loose TFL1 expression. FISH in tfl1-1 mutant inflorescences during inflorescence meristem 

termination (longitudinal sections). TFL1: green, LFY: magenta. TFL1 probes detect 

nonfunctional mRNA. Cell wall (Calcofluor-white): white. IM: inflorescence meristem, TF: 

terminal flower. (G) Schematic for the effect of LFY accumulation on the negative feedback 

loop. Intact feedback loop in the wild type (left) or in weak overexpression lines (LFY levels ≤ 

104.4 in (B), center). Terminal flower formation and exit from the negative feedback loop occur 

when LFY levels exceed a critical threshold. LFY switches from directly promoting TFL1 to 

indirectly repressing TFL1 expression, this likely requires activation of repressors of TFL1 

expression (factor(s) X, right).  
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Fig. S24. Parameterization for factor(s) X in the 4-node model and Sobol’ sensitivity 

analyses in simulated inflorescence meristem and lateral meristems. (A) Distribution of X-

related parameters accepted by the parameterization. 20000 parameter sets were accepted at an 

acceptance rate of approximately 1 per 860. Experimental observation in fig. S23A were 

included as additional criteria for the parameterization. (B) Distributions of log2 fold changes for 

simulated LFY and TFL1 levels in mutants relative to the wild type across all accepted 

parameter sets. (C and D) Predicted fold changes of simulated LFY and TFL1 levels in mutants 

with increased LFY basal production rate bLFY relative to the wild type across all accepted 

parameter sets. In agreement with our experimental data, weak LFY overexpression (small bLFY 

increase) upregulated TFL1, while strong LFY overexpression (large bLFY increase) promoted 

an increase in X accumulation, which causes repression of TFL1 expression. (D) Individual 

datapoints correspond to increasing bLFY levels in LFY overexpression simulations. Shown are 

mean simulation fold changes for LFY, TFL1 and X (x, y axes and purple to yellow color, 

respectively). (E) Global sensitivity analysis for 4-node model outcomes (LFY and TFL1 final 

values). The heatmaps (mean of 5 technical replicates) of first-order (S1) and total-order (ST) 

Sobol’ indices show the contribution of each parameter to the variance of the model outcome. 

The dummy parameter serves as a control that does not contribute to the model outcomes. 

Kruskal-Wallis followed by Dunn’s test were used to compare the Sobol’ indices of parameters 

in each mutant (or wild type). Asterisks indicate the Sobol’ indices that are statistically 

distinguishable from the dummy parameter and contribute more than >0.1% to the variance. (F 

and G) Contribution of factor(s) X to the differential responses to floral inductive cues observed 

in lateral meristems compared to the inflorescence meristem. Despite LFY upregulation in both 

meristems, LFY does not activate TFL1 in lateral meristems. If factor(s) X accumulate to higher 

levels in lateral meristems than in the inflorescence meristem, due to an increase in basal 

production rate (higher bX; F) or higher ability of LFY to activate X (higher xlfybs; G), X blocks 

TFL1 upregulation in these meristems. Shown are distributions of log2 fold changes for LFY, 

TFL1 and X in the simulated wild-type lateral meristem relative to the wild-type inflorescence 

meristem. 
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Fig. S25. Mutual exclusion and antagonism versus negative feedback interactions between 

TFL1 and LFY. Before the inflorescence produces flowers (I1 phase, left), TFL1 accumulates 

in the axillary meristems (magenta) that give rise to branches and weakly in the inflorescence 

meristem (yellow) in a LFY-independent manner. LFY is not expressed in the axillary meristem 

or inflorescence meristem at this stage, but accumulates in very young leaf primordia (not 

shown). In response to floral inductive cues and increased systemic FT signal LFY is upregulated 

in the inflorescence meristem center, where it triggers the LFY-TFL1 negative feedback loop to 

protect inflorescence meristem indeterminacy. In lateral meristems or flower primordia (red) at 

the flanks of the inflorescence meristem, LFY is upregulated concomitantly and does not activate 

the indeterminacy program. Instead, LFY promotes the switch to floral fate by activation of 

floral meristem identity and homeotic genes. TFL1 is not expressed in lateral meristems or 

flower primordia in the I2 phase.  
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Table S1. Primer list 

Primers for genotyping 

Mutant Direction Sequence (5’ to 3’) Additional notes 

tfl1-1 
Forward taaaaatatttgcattgtaatctag 

dCAPS; XbaI; cut mutant 
Reverse tgacaatcatgaaactagcg 

lfy-1 and lfy-

12 

Forward gatcctgaaggtttcacgagtgg dCAPS; BstAPI; cut wild 

type Reverse aagcagccgtctgcggtgtcagcagctgtt 

lfy-2 
Forward agagagacagagggaggatc dCAPS; BamHI; cut wild 

type Reverse cttggtggggcatttttcgc 

Primers for screening CRISPR edited plants 

CRISPR Direction Sequence (5’ to 3’) Additional notes 

TFL1 VII 

deletion 

Forward gtgaatcgcatcgaaatgctc Upstream of region VII 

Reverse ttgttctaactggaccaatccg Downstream of region VII 

LFY-

mScarlet-I 

gene 

targeting 

Forward gcgaaaaatgccccaccaag 3' of LFY exon 2 

Reverse ctacttatcgtcatcgtctttg 3' of mScarletI-FLAG 

Primers for ChIP-qPCR 

Locus Direction Sequence (5’ to 3’) Additional notes 

TFL1 VII 

(WT) 

Forward aagccgcaaacctggtgat  

Reverse ggtttgtcctcgagagtcgtt  

TFL1 VII 

(mLFYBS) 

Forward ccgcaaacctggtgcttaat  
Reverse tggcctcgagagtcgttcta 

Primers for RT-qPCR 

Gene Direction Sequence (5’ to 3’) Additional notes 

TFL1 
Forward cctgcactggatcgttacaa 

Reference (7) 
Reverse tggcaattcatagctcacca 

mEGFP 
Forward atggtgagcaagggcgagg  

Reverse cggacacgctgaacttgtgg  

ACT2 
Forward tccctcagcacattccagcagat 

Reference (91) 
Reverse aacgattcctggacctgcctcatc 
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Table S2. HCR FISH hybridization probe list 

Transcript Amplifier Probe LOT number 

TFL1 (AT5G03840.1) B3 PRK212, RTK849 

LFY (AT5G61850.2) B1 PRJ831, RTK848 

FT (AT1G65480.2) B2 PRR532 

mGFP5 B2 PRO045 

mEGFP B3 PRK551 

mScarlet-I B2 PRN494 
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Table S3. Excitation and detection settings for confocal microscopy 

Stallaris 5 

Dye or fluorescent 

protein 

Exitation laser line 

(nm) 
Detection range (nm) 

Calcofluor White 405 420-490 

DAPI 405 425-480 

Propidium iodide 549 600-650 

Alexa Fluor 488 499 505-550 or 510-550 

Alexa Fluor 488 

(when imaged with 

Alexa Fluor 514) 

488 495-525 

Alexa Fluor 514 520 530-565 or 535-565 

Alexa Fluor 546 557 565-610 

GFP (EGFP, mEGFP, 

and mGFP5) 
488 495-540 or 495-535 

mScarlet-I 570 580-625 

SP8 

Dye or fluorescent 

protein 

Exitation laser line 

(nm) 
Detection range (nm) 

GFP 488 495-545 
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Table S4. Values of shape parameters for the FT pulse profile. 

FT profile parameter Value 

tc 84 

scalePar 14.265 

peakWidth 9.5165 

heightPar 5.4867 
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Table S5. Methods for representing mutants in silico by modifying parameter values. 

Mutation Biological description Representation 

lfy 
Non-functional LFY 

transcripts are produced 

lfybs = 0.0 

xlfybs = 0.0 (4-node) 

amiRLFY 
LFY mRNA is depleted by 

artificial microRNAs 
dLFY: 5× 

pLFY-GLFY LFY mRNA is not produced 
bLFY = 0.0 

ftbs = 0.0 (3-node and 4-node) 

LFY overexpression LFY mRNA is overexpressed bLFY: 2× 

tfl1 
Non-functional TFL1 

transcripts are produced 
tfl1bs = 0.0 

TFL1 degron TFL1 protein is degraded dTFL1: 5× 

tfl1 heterozygote 
The dosage of functional 

TFL1 mRNA is halved 
tfl1bs: 0.5× 

TFL1 overexpression 
TFL1 mRNA is 

overexpressed 
bTFL1: 2× 

dVII tfl1 

or criVII 

TFL1 mRNA production is 

reduced and LFY cannot 

induce TFL1 expression 

bLFY: 0.5× 

lfybs = 0.0 

mLFYBS tfl1 
LFY cannot induce TFL1 

expression 
lfybs = 0.0 

FT overexpression FT production is increased ftmod: 3× 

Negative feedback loop 

removal 

TFL1 mRNA production is 

increased and LFY cannot 

induce TFL1 expression 

bTFL1: 2× 

lfybs = 0.0 
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Table S6. Criteria used to evaluate all models. Each criterion specifies an expected fold-

change in the end-point value of the indicated model species given a mutated parameter set, 

relative to the wild type parameter values. Simulations of 3-node and 4-node models are 

performed using constant FT inputs. 

Criterion 

# 

Experimental 

data 
Expectation 

Fold-change 

threshold 

relative to 

WT 

1 fig. S11 
[LFY] is increased in a LFY 

overexpression mutant 
≥ 1.0 

2 fig. S11 
[TFL1] is increased in a LFY 

overexpression mutant 
≥ 1.2 

3 Fig. 3, A and B [LFY] is reduced in an amiRLFY mutant ≤ 
2

3
 

4 Fig. 3, A and B [TFL1] is reduced in an amiRLFY mutant ≤ 
2

3
 

5 

lfy: Fig. 2D, 

mLFYBS tfl1: 

Fig. 1, G to I 

[TFL1] is reduced in a lfy mutant (or 

mLFYBS tfl1 mutant) 
≤ 

2

3
 

6 fig. S12 
[LFY] is reduced in a TFL1 

overexpression mutant 
≤ 

2

3
 

7 fig. S12 
[TFL1] is increased in a TFL1 

overexpression mutant 
≥ 1.0 

8 Fig. 3, C and D 
[LFY] is increased in a TFL1 degron 

mutant 
≥ 2.0 

9 Fig. 3, C and D 
[TFL1] is reduced in a TFL1 degron 

mutant 
≤ 

2

3
 

10 Fig. 1, G to I [TFL1] is reduced in a dVII tfl1 mutant ≤ 
2

3
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Table S7. Additional criteria used to evaluate the 3-node model when FT is held constant. 

The first parameterization of the 3-node model is evaluated using the criteria #1 to #10 in table 

S6 and the following criteria. Simulations are performed using constant FT inputs. 

Criterion 

# 

Experimental 

data 
Expectation 

Fold-change 

threshold 

relative to 

WT 

11 Fig. 4, A to D 
[LFY] is increased in an FT 

overexpression mutant 
≥ 1.5 

12 Fig. 4, A to D 
[TFL1] is increased in an FT 

overexpression mutant 
≥ 1.5 
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Table S8. Additional criteria used to evaluate the 3-node model when FT is pulsed. The 

second parameterization of the 3-node model is evaluated using the criteria #1 to #10 in table S6 

and the following criteria. Time 1 to 4 corresponds to 48, 72, 96, 120 units of time in the wild-

type simulation with a pulsed FT input. Simulations in this table are performed using pulsed FT 

inputs. 

Criterion 

# 

Experimental 

data 
Expectation 

Fold-change 

threshold 

13 Fig. 5, A and B [LFY] increases from Time 1 to Time 2 ≥ 1.5 

14 Fig. 5, A and B [TFL1] increases from Time 1 to Time 2 ≥ 1.5 

15 Fig. 5, A and B [LFY] decreases from Time 2 to Time 3 ≤ 
1

1.2
 

16 Fig. 5, A and B [TFL1] increases from Time 2 to Time 3 ≥ 1.5 

17 Fig. 5, A and B [TFL1] decreases from Time 3 to Time 4 ≤ 
2

3
 

18 Fig. 5, A and B [LFY] increases from Time 1 to Time 4 ≥ 1.5 

19 Fig. 5, A and B [TFL1] increases from Time 1 to Time 4 ≥ 1.5 

 

  



 

 

50 

 

Table S9. Additional criteria used to evaluate the 4-node model. The parameterization of the 

4-node model is evaluated using the criteria #1 to #10 in table S6, the criteria #13 to #19 in table 

S8, and the following criteria. Simulations in this table are performed using constant FT inputs. 

Criterion 

# 

Experimental 

data 
Expectation 

Fold-change 

threshold 

relative to 

WT 

20 fig. S23, A to C 
[TFL1] is reduced in a strong LFY 

overexpression mutant (bLFY: 3×) 
≤ 

2

3
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Table S10. Permitted parameter ranges for the 2-node (LFY and TFL1 only) model.  

ID Lower bound Upper bound Parameter description 

bLFY 0.0005 20 Basal LFY production rate 

bTFL1 0.0005 20 Basal TFL1 production rate 

lfybs 0.005 200 Maximum TFL1 production rate as f(LFY) 

tfl1bs 0.005 200 Maximum LFY repression rate as f(TFL1) 

kLFY 0.015 600 LFY-to-pTFL1 half occupancy concentration 

kTFL1 0.02 800 TFL1-to-pLFY half occupancy concentration 

nLFY 0.4 10 Hill coefficient for LFY binding to pTFL1 

nTFL1 0.4 10 Hill coefficient for TFL1 binding to pLFY 

dLFY 0.01 1 LFY degradation rate 

dTFL1 0.01 1 TFL1 degradation rate 
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Table S11. Permitted ranges for parameters introduced in the 3-node (LFY, TFL1, and FT) 

model. Parameters shared with the 2-node model are omitted for the sake of brevity. 

ID Lower bound Upper bound Parameter description 

pExp 0.0005 20 
Competition coefficient for FT/LFY binding to 

pLFY 

ftbs 0.005 200 Maximum LFY production rate as f(FT) 

kFT 0.02 800 FT-to-pLFY half occupancy concentration 

nFT 0.4 10 Hill coefficient for FT binding to pLFY 

FTmod 0.1 10 FT abundance modifier 
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Table S12. Permitted ranges for parameters introduced in the 4-node (LFY, TFL1, FT, and 

X) model. Parameters shared with the 2-node or 3-node models are omitted for the sake of 

brevity. 

ID Lower bound Upper bound Parameter description 

bX 0.0009266 37.06 Basal X production rate 

xlfybs 0.006028 241.1 Maximum X production rate as f(LFY) 

tfl1xbs 0.006028 241.1 Maximum TFL1 repression rate as f(X) 

kXLFY 0.01839 735.4 LFY-to-pX half occupancy concentration 

nXLFY 0.2439 6.098 Hill coefficient for LFY binding to pX 

kTFL1X 0.01839 735.4 X-to-pTFL1 half-occupancy concentration 

nTFL1X 0.2439 6.098 Hill coefficient for X binding to pTFL1 

dX 0.01979 1.979 X degradation rate 
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