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nearly three-fourths of these sites depend on resources only acces-

sible by IPv4, leaving only 10,308 (12.6%) websites fully functional

over IPv6. Our analysis of cloud platforms �nds substantial di�er-

ences in tenant IPv6 adoption, closely tied to how easily IPv6 can

be enabled on each provider. We conclude with recommendations

for cloud providers to increase IPv6 adoption by improving defaults

and minimizing con�guration burden.

Ethical Considerations and Data Availability: Our user stud-

ies in this paper were IRB-reviewed (USC IRB #UP-24-00738) and

done with user consent; we expand on ethical considerations in

§A. Our client-side data is not available because of anonymization

requirements. Our server-side and cloud data are available online

at https://ant.isi.edu/datasets/ipv6.

2 Related Work

E�orts to measure the progress of IPv6 adoption have been on-

going for more than a decade. IPv6 adoption has been examined

along multiple dimensions, including end-user readiness, service

availability, and organizational deployment.

IPv6 Use by Users: One major thread of research measures

the extent to which end users have IPv6 connectivity. Early work

by Karpilovsky et al. found that IPv6 tra�c was primarily limited

to control tra�c (DNS and ICMP) [28], but later studies reported

increasing volumes of user-generated tra�c [47, 33]. Pujol et al. ob-

serve that actual IPv6 usage remained low in a dual-stack ISP, often

due to IPv6-incompatible customer premises equipment (CPE) [44].

Colitti et al. [14] and later Zander et al. [60] measure end-user IPv6

capability by embedding JavaScript fragments in web pages, with

the latter study reporting greater IPv6 availability at workplaces

than at residences. However, Li’s later study �nds the opposite [33].

Google’s IPv6 adoption tracker shows that the share of users that

access Google over IPv6 grew from under 1% in 2012 (World IPv6

Launch) to nearly 50% by 2025 [21]. However, statistics from AMS-

IX, one of the world’s largest Internet exchanges, show that IPv6

still accounts for only about 8% of total tra�c in 2025 [2].

Our contribution:We introduce a non-binary perspective on IPv6

use by end-users in §3 to explain the di�erences between IPv6

capability, as measured by Google’s user-to-Google statistics, and

aggregate usage, as re�ected in the many-to-many tra�c fraction at

AMS-IX. We look at real user tra�c from multiple residences, focus-

ing on which speci�c applications drive IPv6 and which generate

tra�c that remains IPv4-only.

IPv6 Use by Services: Another line of work examines how

widely online services have deployed IPv6. Nikkhah et al. evalu-

ate IPv6 accessibility and performance for Alexa’s Top 1M web-

sites, attributing IPv6’s inferior performance to control-plane di�er-

ences [39]. Dhamdhere et al. con�rm that data-plane performance

was comparable when AS paths matched [18]. Czyz et al. �nd that

only 3.2% of Alexa Top 10k sites were reachable via IPv6 in 2014 [15].

However, these studies focus either on the main page [39, 15] or

limit themselves to �rst-party resources [18], without evaluating

whether the multiple pages on the websites are fully IPv6-enabled.

Closest to our work, Bajpai and Schönwälder examine the Alexa

Top 100 websites and resources embedded directly in the main page

(including third-party), �nding that 27% of IPv6-enabled websites

included one or more IPv4-only resources [6].

Our contribution: We extend Bajpai and Schönwälder’s method-

ology two ways. We use full, browser-based page loads that resolve

dependencies to arbitrary depth, rather than limiting analysis to

directly embedded resources (§4). We also simulate user interac-

tion by clicking on links to destinations within the same domain,

capturing a broader and more realistic set of third-party dependen-

cies. Our dataset covers 100k websites, 1000× more than Bajpai

et al., and we compare results over two di�erent years. We also

perform a more detailed analysis of the types of resources that

remain IPv4-only.

IPv6 Use by Organizations: A third dimension of IPv6 adop-

tion research focuses on deployment by network infrastructure

and organizations. Karpilovsky et al. showed that although IPv6

pre�x allocation was growing exponentially, nearly half of the allo-

cated pre�xes were never announced [28]. Dhamdhere et al. found

that while most core Internet transit providers had adopted IPv6,

edge networks lagged behind [18]—a �nding rea�rmed �ve years

later [27]. Streibelt et al. examined whether DNS infrastructure

functions in IPv6-only environments and found that 10% of DNS

providers account for over 97.5% of all zones that fail to resolve

over IPv6 [52].

Our contribution: Given the dominant role of CDNs and cloud

platforms in today’s Internet—accounting for over half of all web

tra�c [53] and used by 90% of companies [30]—we analyze, in §5,

how major cloud providers and their tenants are faring in terms

of IPv6 adoption. We also explore how cloud platforms can better

support IPv6 deployment. To our knowledge, we are the �rst to

examine IPv6 adoption in cloud context.

Our most important di�erence is to pose the new perspective of

looking at non-binary IPv6 use, rather than basic availability or if a

given query can be done completely over IPv6. Clearly IPv4 will be

with us for many, many years to come, so our view is that today’s

focus should be on identifying lagging IPv4-only services, so we

can understand how they can add IPv6 support, or when they will

sunset.

3 Client-side Adoption of IPv6

Our �rst goal is to understand how much actual IPv6 a dual-stack

client sends and receives, and what factors a�ect that fraction.

Towards this goal, we observe all Internet tra�c from routers

at �ve residential locations in the Los Angeles area, Residence A

through Residence E. A total of 17 individuals live in these resi-

dences, with one to seven people per household (details omitted due

to IRB). All residences except Residence B use Spectrum as their ISP,

which provides native IPv6 connectivity. Residence B uses Frontier,

an IPv4-only ISP; IPv6 connectivity there is provided via a tunnel

to our university. Both ISPs are large U.S. broadband providers.

Each residence has multiple wired and wireless client devices.

At Residences A and B, we manually verify that major devices

(PCs, phones, tablets, TVs, consoles) are dual-stack, but do not

perform this check at other locations. We recommend residents use

the network as they normally would; without any restrictions or

speci�c guidance.

We monitor all inbound and outbound tra�c for nine months,

November 2024 through August 2025. We observe about 21.5 TB

of tra�c over this period; Table 1 shows tra�c volumes and other

basic statistics by residence.
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and B are dual-stack, we expect any observed IPv4 tra�c at these

locations to be for services that are IPv4-only.

Overall, we see that the majority of �ows are IPv6 for most res-

idences (3 of our 5), whereas the majority of bytes remain IPv4 for

most (3 of 5). Our users are shifting to IPv6, but large-volume �ows

(downloads and streaming) often remain IPv4. However, fractions

vary considerably by residence, as we explore below.

Second, we see that IPv6 tra�c is less used inside the home, both

in terms of �ow count and total bytes (2 of 5 residences). Most

residences have little internal tra�c (internal is only 1% of external

for 4 of the 5) because most devices interact with external servers

and not each other.

Tra�c varies by site:We see that the fraction of external IPv6

varies widely across residences, ranging from 0.07 to 0.68 by byte

volume and from 0.09 to 0.82 by �ow count. Since Happy Eyeballs

prefers IPv6, the high level of IPv4 at Residences A and B suggests

that many services remain IPv4 only.

Internal tra�c shows similarly wide variation (0.17 to 0.99 by

byte volume and 0.19 to 0.98 by �ow count), but internal and ex-

ternal IPv6 usage are not well correlated—for instance, Residences

C and D have higher internal IPv6 share compared to external,

whereas Residences A and B show the opposite.

In addition, we see that the daily mean fraction of tra�c—both

by bytes and �ow counts—di�ers from the overall mean, suggesting

the quantity of tra�c varies by day. This daily variation is also seen

by the high standard deviations of daily fractions.

Tra�c varies by day: To understand the high standard devia-

tions for day-by-day fractions of IPv6, Figure 1 shows the distribu-

tion of fractions at three residences by external (solid) and internal

(dashed).

This result con�rms the wide variation in IPv6 tra�c over many

di�erent days, and highlights that even in an IPv6 dominant resi-

dence, like Residence A and Residence B, there are some IPv4-heavy

days.

The fraction of IPv6 bytes (Figure 1a) at most residences varies

linearly over most of the region, with a few heavy-hitter days at the

IPv4 or IPv6 end. We investigated such days, �nding that they are

often associated with large downloads or video streaming. Across

multiple residences, we frequently observe Valve (AS 32590), Net�ix

(AS 2906), and Apple (AS 6185) contributing most of the tra�c on

days with IPv6 fractions above the 90th percentile. On the other

hand, Twitch (AS 46489) and Zoom (AS 30103) dominate tra�c on

days below the 10th percentile, though these patterns do not appear

uniformly across all such days.

In contrast, the fraction of IPv6 �ows (Figure 1b) shows low vari-

ability, with CDFs that rise sharply over a narrow range, indicating

that the IPv6 �ow fraction tends to remain relatively stable day to

day. We conjecture that this may be due to two factors. First, some

implementations of Happy Eyeballs attempt both IPv4 and IPv6

for some or all connections before settling on one. This behavior

suggest that byte-level fractions provide a clearer signal of IPv6

adoption: Happy Eyeballs may result in both IPv4 and IPv6 �ows

being recorded, even when nearly all bytes are sent over just one.

Second, the mix of applications used by residents tends to remain

relatively stable day to day, even when how much use and tra�c

from each application varies. For example, days with heavy video

streaming show large shifts in tra�c volume re�ecting video’s use

or non-use of IPv6, while the �ow-level statistics may remain stable,

since the set of applications used remains similar and video streams

generate large byte volumes per �ow.

Overall, this large variation by household and day suggests that

IPv6 use depends heavily on speci�c services. High-tra�c activities,

such as large downloads, skew the tra�c mix towards or against

IPv6 depending on that service’s protocol support. This observation

prompts us to study IPv6 adoption by services in §3.4.

3.3 Is IPv6 Tra�c Periodic?
Most Internet behavior has daily and weekly trends, including

address use [45], tra�c volume in general [41], and IPv6 tra�c

volume speci�cally [51]. Often individuals spend weekdays at work

and are at home on weekends, and user activity follows, with more

leisure activities like gaming or media consumption on nights and

weekends. We next investigate diurnal and weekly trends in our

client-side tra�c.

Following Baltra et al.[7], we applyMulti-Seasonal Trend Decom-

position using LOESS (MSTL) [8] to the IPv6 tra�c fraction. MSTL

separates out the overall trend (the long-term running average)

from daily and weekly trends, leaving a residual of variation.

Figure 2 shows theMSTL decomposition of the IPv6 byte fraction

for external tra�c at Residence A over March 2025. Here we show

a single month so daily and weekly trends are apparent, but we

see similar patterns in other months. We see similar behavior at

Residence B and Residence C; results are in §B for space. Flow

count trends follow the same structure at all three residences; the

�ow-based counterpart to Figure 2 is also available in the appendix.

The top graph shows the daily fraction of IPv6 bytes. While

IPv6 usage is generally high, there is a noticeable drop between

March 16 and 19. This period coincides with the university’s spring

break, when residence A was unoccupied. This reduction in tra�c

suggests that IPv6 tra�c is primarily human-generated, whereas

background tra�c tends to be IPv4.

The second graph from the top shows long-term trends. Again,

overall fractions range from 0.4 to 0.8, with no long-term direction,

although a reduction and recovery of IPv6 mid-March. We believe

this trend varies because the usage patterns of individuals vary

over time.

The third graph shows the daily component, with midnight

shown as vertical lines.We see strong, recurring IPv6 tra�c peaks in

evenings rising until midnight, with a secondary peak mid-morning.

These observations support our observation that IPv6 tra�c is

largely human-driven, re�ecting that residents are typically away

during the day and return home in the evening.

The fourth panel shows the weekly component, with vertical

lines on the midnight between Sunday and Monday. We do not see

a strong weekly pattern, suggesting that residents are away from

home both on weekdays and weekends.

These results provide a client-side view that complements prior

work showing strong diurnal trends in server-side IPv6 tra�c [51].

While we also observe a diurnal pattern, the weekly pattern is

weak. We conjecture that server-side measurements show greater

variation because many users have IPv6 at home but not at work,

leading to time-dependent usage. In contrast, our client-side data—

collected from consistently dual-stack environments—suggests that

when IPv6 is always available, usage depends on whether or not the
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network lacks IPv6 support, meaning thousands of users are con-

�ned to IPv4. This contributes to a negative feedback loop—services

see little IPv6 demand and deprioritize support, reinforcing the

university’s decision. Yet, this “tragedy” for IPv6 deployment also

presents an opportunity: large campuses and enterprises can have

a tangible impact on IPv6 adoption by enabling it, incentivizing

services to adopt IPv6.

3.5 Limitations in Analysis of Residences
As with any real-world study, our study has limitations.

First, we study only �ve residences within a single metropolitan

area, with partial tra�c visibility at two due to some individuals

opting out. With this small sample size, we make no claims that it

represents the Internet or even users in our region. However, these

�ve examples establish diversity of tra�c mixes across residences,

and show how IPv6 use is shaped by user choice of services and

those services’ support of IPv6. We hope our �ndings motivate

larger-scale study of how much IPv6 is in use by household.

Second, our dataset contains only �ow-level information, and

we do not have access to speci�c websites or tra�c payloads. This

limitation was part of our IRB agreements to protect the privacy

of our study participants. We partially mitigate this limitation by

examining service ASes and reverse DNS names, but future stud-

ies may chose to evaluate services with user consent and a more

permissive IRB.

4 Server-side Adoption of IPv6

We now examine server-side IPv6 support. While previous work

examined main pages [39, 15] and �rst-party resource [18] of sites

drawn from top lists, our goal here is to deepen this analysis to

consider third-party resources and multiple pages at each website.

Our goal is to provide a more nuanced understanding of server-side

IPv6 use, and to understand to what extent third-party content is a

barrier to IPv6.

We consider third-party resources because modern websites of-

ten depend on third-party components or CDNs to support social

media (such as the Facebook “like” button or Disqus comment sec-

tion), for user tracking and analytics, for ad delivery, and to support

new fonts and JavaScript libraries. These resources are essential

to get a full picture of a website; recent studies of cookies found

that including third-party resources discovered about 1.4× more

cookies than just examining the top page [55]. While the website

might be partially functional without some of these resources, we

wish to evaluate the full website. (Users may not miss third-party

ads, but they are essential to the economics of many websites.)

4.1 Measuring Servers
We next describe our approach to evaluating server more com-

pletely than prior work.

First we require a list of potential websites. We use the top 100k

websites from the Tranco [31] top 1M list dated 2024-10-16 (ID:

Z3Z3G). The Tranco list combines and averages website popularity

rankings from multiple sources, including the Chrome User Experi-

ence Report (CrUX), Cloud�are Radar, Farsight, Majestic, and Cisco

Umbrella, over a 30-day period; we discuss list trade-o�s in §4.4.

We access websites using OpenWPM web privacy measurement

framework [20]. For each website, OpenWPM spawns a Firefox

browser to load and render the main page, including embedded

resources. For a more accurate measurement, as suggested in prior

work [55], it then follows �ve randomly chosen links (an arbitrary

number; fewer if the page contains too few links), selected to be

in the same domain. Speci�cally, we ensure that the links do not

lead us outside the eTLD+1 of the crawled website, that is, a domain

name consisting of one label and a public su�x as de�ned by the

Public Su�x List [22, 37]. Some websites attempt to detect bots, so

OpenWPM uses standard cloaking techniques such as simulating

mouse movements, scrolling through the page, and pausing for a

few seconds before simulating a click to navigate to the next page.

For each top site, OpenWPM records the HTTP requests made by

the browser, the DNS query results for each request, the IP address

used to establish the connection, as well as the HTTP redirects and

responses from the server(s). Measurements were conducted on

machines running OpenSUSE Tumbleweed and Fedora, connected

to residential and academic networks respectively, both with full

IPv4 and IPv6 support.

We conduct measurements in October 2024, then repeat them

in April and July 2025 to evaluate how the results evolve over the

nine-month interval.

4.2 To what extent do websites support IPv6?
Using the dataset we collected, we begin to address the question To

what extent does each website support IPv6? Rather than categorizing

top sites simply into a binary of fully loadable or not fully loadable

over IPv6, we examine the individual steps involved in accessing

a website on a machine with dual-stack connectivity and identify

speci�c factors that may prevent a site from being fully accessible

over IPv6. We then provide a detailed classi�cation of top sites

based on these factors.

Classifying Degrees of IPv6 Support.We convey the range

of levels of IPv6 support as IPv4-only, IPv6-partial, IPv6-full, or

loading-failure.

We classify websites lacking a AAAA DNS record as IPv4-only.

We recognize that some resources may be accessible via IPv6, but

without the main page, that matters little.

A website is IPv6-partial when the main page is available via

IPv6, but some resources are IPv4 only. An IPv6-only user will likely

see a degraded website for such pages. For these websites, we report

the fraction of resources that are IPv6-capable.

A website is considered IPv6-full if both its main page and all

embedded resources are accessible via IPv6.

Finally, we label websites loading-failure for pages with DNS or

HTTP errors and TLS failures. Resources that face such failure are

excluded from our analysis, as these failures are independent of IP

version and thus are orthogonal to our discussion.

Evaluation Methodology. Two factors in�uence how much of

a page we see as IPv6-ready.

First, the Happy Eyeballs algorithm requires web browsers to

query IPv6 and IPv4 in parallel, with slight delays introduced to

prioritize IPv6 [50]. Because both protocols are queried simultane-

ously, it may change which protocol actually retrieves the content.

However, we check IPv6 availability, rather than whether IPv6 is

ultimately used, so our results are not a�ected by which protocol

wins the happy eyeballs “race”.

Second, retrieving the main page and each resource involves

multiple steps, any of which can fail. If the main page fails, the
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comparing their eTLD+1 domains to that of the crawled site; a

mismatch indicates a third-party domain. Surprisingly, 565 out of

24,384 IPv6-partial websites (2.3%) are IPv6-partial because of IPv4-

only �rst-party domains—presumably something the website can

correct if they choose to do so, since they already operate IPv6-

enabled servers. For example, IPv6-full www.national-geographic

.org uses images from IPv4-only assets.national-geographic.org.

While rare, these cases should be easy to correct.

We assess the impact of IPv4-only domains using span and me-

dian contribution from prior work [6]. Span of an IPv4-only domain

counts how many IPv6-partial websites depend on it, and median

contribution is the median of the fraction of IPv4-only resources it

supplies to all websites that depend on it. Larger values for either

shows a more in�uential resource holding back more IPv6-partial

websites than other resources.

Figure 8 gives CDFs of span and median contribution for all

IPv4-only eTLD+1 domains used by IPv6-partial websites. The span

distribution is highly skewed, with a long tail: while most IPv4-

only resources are used by only one or two other sites, a few are

very widely used. Speci�cally, 75% of these domains are used by

at most two websites, and for 75% of them, the median fraction of

IPv4-only resources they provide to each dependent website is no

more than 13%. In contrast, a small number of domains exert a very

high in�uence. At the 95th percentile, an IPv4-only domain appears

on 20 websites and contributes, on median, 72% of the IPv4-only

resources for each of those websites. A handful of such domains

are used by over 1,000 websites, and some are responsible for all

IPv4-only resources on the websites that depend on them.

Heavy-hitter IPv4-only resources. We now focus on the

“heavy-hitters”—396 IPv4-only resources with a span of at least

100 websites. What functionality do these domains provide? We

answer this question two di�erent ways.

First, we characterize these IPv4-only resources with VirusTo-

tal’s domain categorization [56]. Figure 9 shows the most common

categories among these high-impact domains. Advertising is most

frequent, accounting for nearly half of the domains. While we ex-

pect many third-party advertising services, we are surprised so

many remain IPv4-only. Advertising seeks to maximize reach and

IPv6 may enhance their ability to track users with per-user IPv6 ad-

dresses instead of shared, NAT’ed IPv4. Other frequently observed

categories include tracking, CDN and analytics.

Next, we examine the resource types served by prominent IPv4-

only resources through the heatmap shown in §E (in the appendix

for space). Images are the most frequently served resource type,

followed by sub_frame, xmlhttprequest, and JavaScript. Thus,

IPv6-only users may encounter broken images or impaired func-

tionality on websites that depend on these domains.

To identify speci�c third-party domains that would have large

impact if they adopted IPv6, we simulate a scenario where IPv4-only

third-party domains enable IPv6 one at a time, in descending order

of their span. At each step, we compute the fraction of currently

IPv6-partial websites that would transition to IPv6-full. The result-

ing CDF is shown in Figure 10. The distribution exhibits a long

tail: enabling IPv6 on just the top 500 (3.3%) IPv4-only third-party

domains would allow over 25% of IPv6-partial websites to become

IPv6-full. However, for all 24,384 partially IPv6-partial websites to

become IPv6-full, over 15,000 third-party domains would need to

enable IPv6. Thus, prioritizing IPv6 adoption among a relatively

small set of high-impact third-party domains can substantially in-

crease the number of IPv6-full websites, but achieving universal

IPv6 readiness will require a much broader e�ort.

4.4 Limitations in Service Analysis
Our analysis inherits the known limitations of top-list based studies—

results may vary by choice of list, its age, and its size [46, 49]. We

choose the Tranco list for its use of multiple data sources and its

wide adoption in both academic and non-academic research. While

no list perfectly re�ects popularity, we believe Tranco provides a

plausibly representative sample for our study.

While we observed no signi�cant di�erences between our two

vantage points in the Western U.S. (one residential, one academic),

results may vary by location due to variations in CDN and advertis-

ing selection. Nonetheless, we believe our �ndings broadly re�ect

the current state of IPv6 adoption among popular websites.

A further limitation arises from the possibility that dual-stacked

sites load di�erent embedded resources depending on which proto-

col wins Happy Eyeballs. This behavior can lead to misclassi�cation,

since resources selected in a page can vary by the protocol used

to access it. An otherwise IPv6-full site may appear to be IPv6-

partial if it is loaded by IPv4 and dynamically selects IPv4-only

resources. To estimate how often such misclassi�cations happen,

we examined IPv6-partial sites where all IPv4-only resource FQDNs

contained substrings like v4, ipv4, or px4, suggesting intentional

version-speci�c subdomain use. We found 106 potentially misclas-

si�ed sites (0.4% of all IPv6-partial sites), indicating this rare edge

case is unlikely to impact our overall conclusions.

Lastly, our treatment of all third-party resources as a single

category may overlook di�erences in functional importance. In

practice, missing resources vary in impact—a broken ad is less

disruptive than a missing JavaScript library. Nonetheless, since ads

and trackers often play a central role in monetizing websites, their

IPv6 availability remains important to examine.

5 Cloud Adoption of IPv6

With over half of all web tra�c served via CDNs [53] and 90% of

companies using cloud computing [30], cloud and CDN support

for IPv6 is essential. Today, all cloud and CDN platforms support

IPv6, so one would think that customers can just “push a button” to

enable IPv6 in their cloud servers. However, as shown in Figure 4,

cloud and CDN tra�c is amix of IPv4 and IPv6, with the proportions

varying widely across locations for many providers.

This section explores cloud and CDN (hereafter, just “cloud”)

support for IPv6 and why it is more di�cult than one might expect

for a customer to turn it on. We use the term “cloud” for both clouds

and CDNs for simplicity, and because modern clouds and CDNs

increasingly overlap, with traditional clouds providing CDNs (such

as Amazon CloudFront) and vice versa (Akamai Compute).

5.1 Are Some Clouds IPv6-Heavy?
We �rst ask: are some clouds IPv6-heavy? That is, do some clouds

or CDNs show more (or less) IPv6 tra�c than typical? We assume

IPv6 support is similar across all clouds, so di�erences in IPv6 use

suggest something di�erent about the clouds, and a possibility to

improve on or emulate what they are doing.
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Cloud Provider Service IPv6 Support # IPv6-ready # Total % IPv6-ready

Cloud�are Cloud�are CDN Default-On, Opt-out [13] 3 086 4 402 70.1%

Bunny.net bunny.net CDN Default-On [17] 1 003 1 004 99.9%

Akamai
Akamai CDN Default-On, Opt-out [59] 3 620 7 419 48.8%

Akamai NetStorage Default-On, Opt-out [59] 791 1 633 48.4%

DataCamp
CDN77 Yes [11] 673 759 88.7%

bunny.net CDN Default-On [17] 217 1 300 16.7%

Google

Google Cloud Run Yes [23] 334 334 100.0%

Google App Engine Default-On [42] 150 150 100.0%

Amazon

Amazon CloudFront CDN Default-On, Opt-out [1, 4] 9 142 12 851 71.1%

Amazon Elastic Load Balancer Partial [3] 201 2 731 7.4%

Amazon Global Accelerator Yes [3] 4 150 2.7%

Amazon S3 Yes [3] 7 1 862 0.4%

Amazon API Gateway Yes [3] 0 419 0.0%

Amazon Web App. Firewall Yes [3] 0 134 0.0%

Microsoft

Azure Stack/IoT Edge Yes 1 134 1 134 100.0%

Azure Front Door CDN Always On [48] 913 913 100.0%

Azure Cloud Services / VMs Yes [36] 2 607 0.3%

Azure Websites Unknown 0 544 0.0%

Azure Blob Storage Unknown 0 354 0.0%

Table 2: IPv6 adoption across services for selected cloud providers. Within each provider, services are sorted by the percentage

of IPv6-ready domains.

that default-on policies alone are insu�cient—tenants often disable

IPv6 to avoid perceived complexity.

Although Amazon announced IPv6 support for S3 and Cloud-

Front in 2016 [1], S3’s actual adoption is near zero (0.4%)! While

CloudFront enables IPv6 transparently, S3 requires tenants to en-

able IPv6 by changing to a di�erent S3 URL. Since many tenant

pages embed S3 URLs, this requirement forces tenants to modify

each page. With near-zero adoption after nine years, this form of

“opt-in by code change” slows deployment. Elastic Load Balancers

also require a CNAME update to enable IPv6 [5], but since ELB

domains are rarely hardcoded, adoption is slightly higher at 7.4%.

These observations prompt us to recommend that all services

should transparently add IPv6, adding AAAA records rather than

requiring domain changes. Disabling IPv6 should be permitted

only in cases of service-breaking issues. This default-on, no-disable

approach achieves usage rates of 100%, instead of less than 10% or

1% when manual opt-in and code changes are required.

5.4 Limitations of Cloud Evaluation
As our cloud analysis re-uses the server-side measurement data

from §4.1, it shares the same limitations discussed in §4.4.

While we evaluate deployment defaults (such as default-on and

opt-out), capturing trends in cloud IPv6 adoption, this analysis does

not evaluate secondary di�erences. For example, despite sharing

the same default policy, Cloud�are has more IPv6 use than Akamai,

both overall, and in direct comparisons. This di�erence may re�ect

Akamai’s longer operational history and pre-existing customer se-

tups from before its default-on policy. This suggests that additional

factors—such as historical client con�gurations—may contribute

to real-world cloud adoption di�erences. We leave a more detailed

investigation of these di�erences to future work.

6 Conclusion

This paper advocates for a more nuanced, non-binary view of IPv6:

not just whether IPv6 is supported, but how much it is actually

used in practice. We apply this non-binary perspective through

measurements at three levels of the ecosystem: users, services,

and cloud providers, and show that binary metrics (such as “IPv6

supported or not”) often miss key aspects of real-world IPv6 usage.

Our measurements show that even in dual-stack environments,

IPv6 usage varies signi�cantly with human activity, and many

commonly accessed services remain IPv4-only. At the service level,

while over 40% top websites now support IPv6 at the root, full

IPv6 coverage across all embedded resources is rare. Among cloud

platforms, we �nd that tenant adoption is strongly in�uenced by the

ease of enabling IPv6—platforms with IPv6-on-by-default policies

see much higher uptake.

Based on our �ndings that highlight the limitations of binary

adoption metrics, we call on the measurement community to assess

IPv6 progress based on actual usage and resource-level coverage.

Moving toward full IPv6 adoption will require not just support, but

seamless, default-on deployment from major applications, enter-

prises, third-party resources, and cloud providers.
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A Ethics

Our user studies in this paper were IRB-reviewed (USC IRB #UP-24-

00738) and approved. As part of IRB approval we documented our

user interaction scripts, user population, and opt-out procedures.

For client-side data collection, our measurement tool operates

on household routers, recording the IP endpoints of tra�c �ows

and the amount of data sent and received. Since this information

is generally considered private, we took several steps to protect

user privacy: The user’s router anonymized the user’s identity

and IP address before uploading data to our servers, scrambling

the lower 8 bits of IPv4 addresses and the lower /64 of IPv6 with

CryptoPAN [58]. We we also transmit data from the user’s router to

our server securely with TLS, and store the data with access limited

to the authors.

B MSTL Results

Figure 13 shows the MSTL decomposition of IPv6 �ow fractions at

Residence A during March 2025. Figure 14 and Figure 15 show the

MSTL of daily IPv6 byte fractions at Residence B and Residence C

over the full observation period. Discussion of these results is in

§3.3.

C Details about Other Residences

To augment the results in §3.2, we provide the fraction of tra�c

and �ows for our two lightest-tra�c residences in Figure 16. These

residences show even greater varation over days than Residences

A, B, and C.

D Details about Client-accessed Services

§3.4 reports how some services popular with clients lead or lag in

IPv6 deployment. We list speci�c domains we see in Figure 17.

E Server-side IPv4-only Resources

§4.3 discusses the challenge of server-side IPv4-only resources, and

Figure 18 lists speci�c IPv4-only resources we see.

F Speci�c Cloud Domains

§5.1 discusses which clouds show greater IPv6 use. Table 3 compares

the top 15 clouds, how many domains we see hosted in each, and

their IPv6 support.
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