Second harmonic generation observed by dielectric relaxation at high
electric fields: SHG without optics
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Abstract: We have measured second harmonic generation (SHG) via the nonlinear dielectric
permittivity of a polar glass-forming liquid, propylene glycol, with the inversion symmetry
of the liquid broken by applying a dc bias field. For a given combined peak field, Es + Eo,
highest second harmonic signals are obtained when the dc bias field and peak ac-field have
the same amplitude, i.e., EB = Eo. Second harmonic results measured in the static limit agree
well with the theoretical prediction based upon the third-order nonlinear susceptibility term
that connects polarization P with the static field £. Second harmonic signals are detectable
at all frequencies at which dipole orientation contributes to permittivity, possibly occurring
the instant a dc bias field is applied. The results imply that second harmonic generation as a
signature of anisotropy, e.g., at interfaces, can be assessed by impedance spectroscopy at

twice the fundamental frequency, not only by optical techniques.
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I. INTRODUCTION

Second harmonic generation (SHQG) is the lowest order nonlinear effect of a medium, where the
response to a sinusoidal force (e.g., an electromagnetic wave) at frequency @ contains contributions at
2. One of the most common and useful applications of SHG is the frequency doubling of laser light.!
Even order nonlinear effects such as SHG will not occur in systems with inversion symmetry regarding
a transition dipole moment or permanent dipole moment. Therefore, observing second harmonic signals
in amorphous materials such as liquids, glasses, or polymers can be used to detect anisotropy, for instance
as a result of spontaneous molecular alignment at an interface.? For materials with inversion symmetry
in the bulk, SHG can thus be used as surface-specific measurement tool. Moreover, the inversion
symmetry of an amorphous polymer can be broken by poling, the electric field induced orientation of
molecular dipoles at temperatures above the segmental glass transition, which can then be preserved by
cooling to the rigid glassy state. After poling, a bulk polymer sample can evoke frequency doubling of
intense laser light.>* This feature has been exploited to measure the decay of anisotropy in poled glassy
polymers via the intensity of the light detected at 2w, where w is the frequency of the laser light. An
advantageous feature of this technique is that the SHG intensity vanishes when the sample has reached

the isotropic equilibrium state.

The polarization P of dielectric materials by an electric field £ follows the same basic rules:
susceptibilities yn of even order n vanish for materials with inversion symmetry.>®’# In the context of
liquids and supercooled liquids, the steady state polarization response of a material to high fields is

commonly characterized by susceptibilities yn, so that P(E) is expressed by
-1p _ 3
€ P =XE + x3E”, (1)

where & is the permittivity of vacuum (y = y1). Higher order terms (s, y7, ...) are typically very small
and thus disregarded here. As a result of the absence of y2 in Eq. (1), no second harmonic contributions
to P(f) are expected when applying a sinusoidal (ac) electric field E(t) = E, sin(wt). However, the
inversion symmetry can be broken by applying a dc bias field Es, which tilts the potential energy in the
direction of the electric field Es. Consequently, the superposition of an ac and a dc field is expected to

give rise to a second harmonic polarization response.

This study differs from previous reports of SHG in that no optical detection is involved. Instead, the
anisotropy responsible for SHG is detected via the nonlinear dielectric permittivity at 2. There has been

considerable recent interest in  nonlinear  dielectric  phenomena from  both the

experimenta] G LIZIBILISIGITI8I920 andq theoretical®!?%232* perspective, but to our knowledge the
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second harmonic permittivity has not been studied by experiment to date. The aim of this work is to
outline how to measure a dielectric SHG signal, provide experimental results for the case of propylene
glycol (PG), and test these results against theoretical expectations. We find that the optimal field pattern
for such experiments is achieved with the condition £ = Eo. The amplitude of the SHG signal is
consistent with the known value of y3 for PG in the static limit, and diminishes following the real

component of the relaxing part of permittivity, &'(w) — &», at elevated frequencies.

Il. EXPERIMENT

The material propylene glycol (PG, >99.5%) has been obtained from Sigma-Aldrich and is used as
received. For the parallel plate capacitor, the electrode separation d is defined by monodisperse silica
microspheres with diameter 9.2 um (Cospheric), mixed into an aliquot of PG to obtain a composition of
order 100 ppm by volume. This mixture is filled into a spring-loaded capacitor cell with a pair of titanium
electrodes with 17 mm and 20 mm diameter and a geometric capacitance of Cgeo = 218 pF.? The cell is
mounted onto the cold finger of an evacuated closed cycle He-refrigerator cryostat (Leybold RDK 6-320,
Coolpak 6200), and its temperature is controlled by a Lakeshore Model 340 equipped with DT-470-CU

diode sensors.

The applied electric field E(t) = Eg + E, sin(wt) is derived from an arbitrary waveform generator
(Stanford Research Systems DS-345) after boosting its output by a factor of 100 via a high-voltage
amplifier (Trek PZD-350), whose output is connected to the high-potential side (Vhi) of the sample
capacitor. The low-potential side (V10) of the capacitor is connected to ground via a shunt with resistance
R=1kQor 100 Q (50 W). Both potentials, V'ni and V10, are measured with a data acquisition unit (Nicolet
Sigma 100) and yield the voltage across (V' = Vhi — Vio) and the current through (I = Vio/R) the capacitor.
The field protocol includes multiple zones with distinct Es levels, shown schematically in Fig. 1 for the
two different field patterns applied to measure nonlinear responses, but drawn with fewer cycles per zone
than actually used, for clarity. Within each zone the ac and dc amplitudes are constant, and the frequency
is unchanged for the entire duration of applying the field. To achieve a good signal to noise ratio, 5000
waveforms of V() and /(¢) are averaged at a repetition rate of one per 1 - 4 seconds, with a field applied
10% of the total time at most. Signals are recorded at a resolution of 12 bit with at least 100 points per
cycle of the fundamental frequency. To obtain results associated with the static limit, measurements are
performed at frequencies sufficiently below the loss peak frequency vimax. Each period with duration 27 @
of the V(#) and I(¢) signals is then subjected to Fourier analysis, and the responses at frequency nw are

calculated via



/v

EE,n angeo Sln((pln - (pvl) 4 (221)
A
€En = Tgeo COS(‘PIn - <PV1) ) (2b)

using amplitudes (|1, |V;]) and phases (¢;_, ¢y, ) of the applied voltage (V1) and n™ harmonic of the
current (/n), as derived from the Fourier analysis. Note that high field permittivities, &, are evaluated
analogous to their low field (linear regime) counterpart, see Eq. (2). Details of the calculation can be
found elsewhere .2 Permittivities derived from impedance type measurements are denoted & for low field
and gen for high field results, as in Eq. (2), while the variables yn (with y = y1) are used only for the
relation between P and E as in Eq. (1).
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time (zone end)

Fig. 1. Schematic representation of the field patterns (a) and (b) used in this study to measure the nonlinear
responses, normalized to the peak field £, of the entire pattern. (a) In each of the nine zones (numbered 1 to
9, see top legend) the dc bias field is either zero, + E,/4, or + E,/2 (see red levels), with ac amplitude Eq = E,/2.
(b) In each of the five zones (numbered 1 to 5, see top legend) the dc bias field is either zero, + 3£,/8, or +
3E,/4 (see red levels), with Eq = E,/4. The ac-field component has a constant frequency vand amplitude Eq in
all zones. The actual number of cycles per zone is indicated below the zone number.

Unavoidably, a signal generator together with the high voltage amplifier will have a finite offset bias
voltage and some second harmonic contribution to the overall voltage output applied to the sample. The
bias offset has been determined not to exceed 0.4% of the overall peak voltage Ep, and is thus negligible.
The second harmonic contribution to the applied voltage was determined to have an amplitude |V2| = 10
3|V1| at v= 5 kHz, with only little dependence on the load and on the bias voltage Vs, but |V is reduced
at lower frequencies. This may need to be accounted for when |I2|  107%|11] or less. In the context of high
alternating fields, sample heating is a common concern. The highest power level that occurred with the
present experiments was P =0.18 W. Assuming that the electrodes act as efficient heat sinks, the average

temperature increase is AT,ys = Pd?/(12kv). Using the power P=0.18 W, thickness ¢ = 10 um, volume
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v =2.4x10" m?, and thermal conductivity &= 0.2 W m™ K'!,*’ the average increase in temperature is

ATavg =5 mK, which is considered negligible.

lll. RESULTS

!

Low field dielectric loss spectra versus frequency are depicted for PG in Fig. 2, emphasizing that &'
at the temperature 7'= 225 K shows a minimum near the frequency of v= 5 kHz, the situation presently
used for the high field experiments in the static limit. These data are taken from a previous measurement

t,%% and are consistent with results for the

using the same material, cryostat, and temperature control uni
present samples and with previous reports.”®* Comparing the amplitudes of these bulk PG experiments
with those obtained in the high field cell, it is found that the actual electrode separation of that cell is up
to 15% higher than the nominal silica microsphere diameter of 9.2 um. As has been shown by Bauer et
al.,*® such microspheres do not affect high field dielectric measurements adversely and do not lead to

significant Maxwell-Wagner polarization.
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Fig. 2. Plot of &' (a) and &" (b) versus frequency for PG at nominal temperatures from T =180 to 225 K in steps
of 5 K, measured in the low-field limit. The solid symbols represent spectra for T =225 K, the temperature at
which the present experiments in the static limit are performed. The frequency v =5 kHz used for the high
field experiments in the static limit is indicated by the arrow and selected to be near the loss minimum at 7 =
225 K. The data is taken from Ref. 26, where the same cell and cryostat had been used.

Regarding the choice for the £ to Eo ratio used to detect second harmonics, one might be tempted to
use a high value of Es to generate a large polarization anisotropy and a moderate ac level Eo to measure
second harmonic permittivities. However, the amplitude of &2 is expected to be proportional to the
product EsxEo.’! Therefore the optimal ratio for a given peak field Ep, = Es + Eo is given by Es = Eo, a
condition that maximizes EsxEo and that has been used for the present experiments aimed at observing
responses in the static limit. Results of measurements using the field pattern schematically represented

in Fig. 1(a) are depicted as symbols in Fig. 3, which show the real part of the second harmonic dielectric
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response, £E2, determined from V1(¢) and I2(¢) via Eq. (2) for each period of the v =5 kHz field. The
level of £'k2 is practically time invariant within each zone (region of constant field amplitude Es), because
the dielectric relaxation is fast (characteristic relaxation time zmax = 1/(27 Vinax) = 0.27 ps) compared to
the duration of one period (200 ps) of the ac field with v= 5 kHz. This condition of v << Vmax = 6x10°

Hz at T'= 225 K guarantees that responses in the static limit are being observed.
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0.06 propylene glycol -
T=225K

0.04

0.02

0.00

gE,2

-0.02

-0.04

-0.06

-0.08 L L
0 2 4 6 8 10 12 14 16 18 20

Fig. 3. Symbols represent results for the second harmonic high field permittivity in the static limit, &,, of PG
at T =225 K versus time. Values for each period of the v=15 kHz field are derived from the Fourier analysis at
twice the fundamental frequency, i.e., at 2v = 10 kHz. The peak fields are E, = 300 kV cm™ (olive triangles),
200 kV cm™ (brown circles), and 100 kV cm™® (red squares), half of which is the peak ac field Eo. The dc bias is
zero in zones 1, 5, and 9, £E,/4 in zones 2, 4, 6, and 8, and ££,/2 in zones 3 and 7. Lines reflect the levels
expected based on the value of y; for PG and Eq. (3b).
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Fig. 4. Time resolved dielectric measurement of &1 (a) and &', (b) at v= 2 kHz using the field pattern of Fig.
1(b). Results are for PG at T = 187 K, where the peak loss frequency is at vinax = 74 Hz. The dashed line in panel
(a) indicates the level of "1 in the absence of a dc bias field, the dashed curve in (b) reflects the low field a-
relaxation response measured in situ. The green bars in (b) represent the average over data points in each
zone. The &£"g;1 curve indicates the time scale of structural recovery to the Eg steps, whereas the second
harmonic signal &%, appears to adjust faster than this a-relaxation (dashed line, stretched exponentials,
exp[—(t/ w)”], with = 1.8 ms and 3=0.7).

A further experiment focuses on the second harmonic signal at a lower temperature 7= 187 K with

Tmax = 2.2 ms and a frequency v=2 kHz, i.e., above that of the loss peak at vinax = 74 Hz, using the five-
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zone field pattern depicted in Fig. 1(b). The results of this measurement at 7= 187 K are shown in Fig.
4, with &1 indicating the time scale of structural recovery (7,) in response to the applied dc-field. Note
that the rise above the £ = 0 level (dashed line) originates from energy absorption, while the drop below
that level reflects the field induced increase of 7,.!>»'® This impact of Es on the permittivity at the
fundamental frequency (see £"k,1 in Fig. 4(a)) leads to the spikes of ¢’k occurring with every step in EB.
Beyond these spikes, the second harmonic signal, &'t2, is almost constant within each zone of constant
Es, and thus appears to reach steady state as least as fast as the dipole reorientation governing the o-
relaxation, which is represented by the dashed curve in Fig. 4(b). The real part of permittivity at the test
frequency of v=2 kHz is about 5.6 and thus more than a factor of 10 below the static dielectric constant,

& = 62, at this temperature 7= 187 K.
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Fig. 5. Interconnected circles represent the low-field permittivity spectrum, &'(®) — &, for the same PG sample
used to measure the nonlinear effects. The four larger symbols are for second harmonic results, £'t2()
recorded with E, = 300 kV cm® using the pattern of Fig. 1(b) and at frequencies between v = 400 to 2000 Hz,
as indicated. All data are recorded at T = 195 K, with the exception of the case shown as diamond, for which
T = 150 K was used. The frequency position of the diamond is arbitrarily set at v =2 MHz, where &' ~ &,
consistent with the rigid glassy state of PG at v=2 kHz and T= 150K (= T; — 18 K).

In order to assess the frequency dependence of the second harmonic permittivity in more detail,
nonlinear experiments have been performed at 7= 195 K for frequencies 400, 1000, and 2000 Hz and
using the field pattern of Fig. 1(b). These results are shown as zone-averaged values of ¢’ in Fig. 5,
demonstrating that the levels of &Et2(w) decline with increasing frequency proportional to the dipolar
contribution to the real part of the low-field permittivity, (@) — &.. Because the present equipment does
not facilitate measurements at frequencies where ¢'= & at 7= 195 K, the high frequency limit has been
measured at 7= 150 K, i.e. at 18 K below 7, where dipole motion is largely frozen and &'~ &, at v=2
kHz. In this situation, no second harmonic signal is detected at £, = 300 kV cm™ (&2 = 5.6x107 +

2.3x10™* across all five zones), see diamond in Fig. 5.
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IV. DISCUSSION

In the series expansion for polarization at high fields E, P = o Yo XkEX, terms with even k are
omitted for materials with inversion symmetry, such as most organic liquids. Examples for systems with
susceptibilities yk of even order are electrets such as quartz and poled polymers with permanent or
metastable polarization in the absence of an external field. These systems with non-vanishing yo and y»
will generate second harmonic responses when subject to a sinusoidal field of sufficient magnitude. For
the large class of materials with intrinsic inversion symmetry, i.e., with > = 0, second harmonic
generation (SHG) can be invoked by applying an external dc bias field. In these cases, the n'" harmonics

of permittivity in the static limit can be related to y3 of Eq. (1) according to

3
€1 — €= ZX3E3 ) (3a)
6
g2 = —ZXzEBEo, (3b)
1 2
g3 = _ZXsEo ) (30)

assuming that &g is evaluated from an impedance measurement analogous to how ¢is determined within

the regime of linear response.’!

For the particular case of PG, y3 =—2.3x10'® V-2 m? at T= 225 K has been determined consistently
from both &1 and &3 data.?® Note that this experimental approach to quantifying y3 did not involve the
application of a dc bias field. According to theory,’! the relation connecting y3 to the Piekara factor a is
given by a = (EE'l - e) /EZ = 33, with a being a commonly used gauge for the extent of nonlinear
dielectric effects (NDE) in the static limit.>? Therefore, Eq. (3b) provides a robust prediction for &k at a
given product of field amplitudes EsxEo. For a given peak field Ep = Es + Eo, the largest product EsxEo
and thus g2 is achieved at Es = Eo, the condition used to measure &k in the static limit, see Fig. 1(a).
The results of these experiments are compiled in Fig. 3 for three different peak fields Ep. The expectation
based on the known value of y3 and Eq. (3b) is represented by solid line curves in Fig. 3. The field
dependence of the measured &£'%2 levels shown in Fig. 3 is depicted more clearly as symbols versus the
product EsxEo in Fig. 6, where the result for each zone is the average over eight out of ten periods, i.e.,
with the exception of the first and last period of a zone in which the Es transitions occur. Apart from

values taken at low field amplitudes, the &'t results in Fig. 6 are near proportional to the product of ac
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peak field times dc bias field, matching the slope deg , /0 (ERE,) = —1.5)3 of the dashed line predicted
by Eq.(3b) better than the expectation that ¢’e2 = 0 when EB = 0.
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Fig. 6. Results for the field induced second harmonic permittivity in the static limit, &, of PG at T = 225 K
versus the product of the fields Eg and Eo. Each symbol represents the average over the respective zone shown

in Fig. 3, using the same symbol shape and color. The dashed line shows the expected field dependence based
on Eq. (3b) with y3=-2.3x1016 V2 m?,
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Fig. 7. Symbols represent results for the second harmonic high field permittivity in the static limit, &, of PG
at T =225 K versus time, based on the data of zones 1 - 5 of Fig. 3, but shifted upward such that the average
values of zones 1, 3, and 5 become zero for each E;. Lines reflect the levels expected on the basis of the value
for y5 for PG and Eq. (3b).

The relative discrepancies between experiment and theory are particularly significant at small fields,
where |£'2| remains below about 0.01, see Fig. 3 and Fig. 6. The main cause of this deviation is the
second harmonic component |E2| ~ 107|E1| of the applied alternating field, resulting in a 10% and 30%
uncertainty in &2 at the highest and lowest fields, respectively. Therefore, the limited harmonic purity
of the applied field explains the observed deviations seen in Fig. 3, which mainly amount to an offset

ge2 < 0 at Es = 0. After offset correction, the agreement between experiment and the theoretical

prediction of Eq. (3b) is improved, as shown for the first five zones in Fig. 7.
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The present results of Fig. 4 and Fig. 5 reveal that second harmonic permittivities £'e2 can not only
be observed for low frequencies associated with responses in the static limit. In the situation leading to
the results of Fig. 4, electronic polarizability and fast near-constant-loss modes contribute a considerable
amount at the frequency v=2 kHz at 7= 187 K, where the peak loss frequency of PG is at vimax = 74 Hz
and zmax = 2.2 ms. The overall amplitude of the second harmonic signal observed at frequencies v =
10 vinax in Fig. 4 is considerably below that seen in the static limit with v= 0.008 vmax in Fig. 3, and the
&'e2 data in each zone in Fig. 4(b) reaches a steady state level quickly relative to the a-relaxation time
scale, indicated by the dashed line in Fig. 4(b). One possible explanation of the absence of a time
dependence in the second harmonic permittivity observed at 30vmax is that electronic polarizability
dominates in the generation of second harmonics in this case. To clarify whether electronic polarizability
leads to second harmonics, we look at the frequency dependence of £ in Fig. 5, which demonstrates
that £'e2(w) 1s reduced with increasing frequency in a manner proportional to &'(@) — &.. In particular, no
second harmonic signal could be detected in the high frequency limit, where dipolar contributions are
absent and &’'= &.. Thus, an alternative explanation is required for not observing that the second harmonic
signal appears as retarded in time as the polarization response, and perhaps instantaneously: When a dc
bias electric field is applied in a step-like fashion, the orientation of molecules towards that field will be
retarded according to the time scale of structural recovery (as in physical aging), which is governed by
the structural or a-relaxation process.**** However, the potential energy is tilted along the field direction
as soon as the electric field is applied, thus creating an immediate loss of inversion symmetry, regardless
of the more slowly changing state of polarization. Therefore, a near instantaneous appearance of SHG is

a possibility.

In the present experiments, inversion symmetry has been broken by applying a dc bias field Es,
leading to measurable SHG signals. This implies that SHG can be detected by impedance spectroscopy
also for materials with intrinsic anisotropy, either as bulk property or induced by interfaces, or by physical

3336 in which case no bias field is required. A classic example of exploiting SHG is

vapor deposition,
measuring the return to the isotropic state of a previously poled polymer.** While the SHG of poled
polymer has often been detected by optical techniques, the present experiments demonstrate that
dielectric spectroscopy at twice the fundamental frequency is also capable of detecting anisotropy and

its decay via structural relaxation to the isotropic state.
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V. SUMMARY AND CONCLUSIONS

We have measured the second harmonic dielectric permittivity, €2, of propylene glycol (PG), with
the inversion symmetry of the liquid broken by applying a dc bias electric field, Es. The theoretical link
between the third order susceptibility and the second harmonic permittivity &g, = —1.5x3EgE, has been
verified in the static limit for the known value of y3 for PG and for different values of the peak ac field
Eo and dc bias field Es. The amplitude of the second harmonic signal is observed to decrease with
increasing temperature, and it also decreases with increasing frequency proportional to the real part of
the relaxing low-field dielectric permittivity, 1.e., &E2(w) < &(w) — &.. The present experiments also
suggest that SHG can evolve faster than 7z, or even the instant a dc bias field is applied, rather than taking
the a-relaxation time to approach its steady state level. However, more detailed experiments are required

to confirm this notion.

We can conclude that this dielectric technique of detecting SHG is very sensitive to anisotropy,
because in the present experiments pE/ksT remains below 6%, i.e., the degree of anisotropy induced by
the present electric fields not exceeding 300 kV cm™! is minimal. Therefore, dielectric spectroscopy with
elevated ac field amplitudes (but without dc bias) can be employed to detect anisotropy that originates
from previous poling, from interaction with interfaces, or from physical vapor deposition, to name a few
examples.
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