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ABSTRACT

Plasma-assisted combustion (PAC) offers significant potential to enhance combustion processes by modifying
thermal, kinetic, and transport properties. Despite progress in the field, challenges remain in reconciling
disparate experimental results and understanding the mechanisms of plasma-flame interaction. This work
develops a numerical modeling framework to systematically evaluate the impact of Nanosecond Repetitively
Pulsed Discharges (NRPDs) on PAC systems. The focus of this contribution is modeling laminar premixed
flames; and the main metric to assess the impact of plasma on flame is the laminar flame speed. The model
is exercised on a stoichiometric methane/air flame. A combined OD plasma-combustion model, PlasmaChem,
is presented, enabling accurate energy tracking and coupling of detailed plasma and combustion mechanisms.
The model is extended to 1D to incorporate compressible fluid dynamics, capturing the interaction between
plasma and flame propagation. The results reveal distinct phases of plasma-flame interaction, demonstrating
both beneficial effects, such as increased laminar flame speed due to radical production, and adverse effects,
including flame deceleration from pressure disturbances. The model is compared to experiments in an
accompanying paper, Part II of this work.

Novelty and significance

This work complements prior modeling studies that have included detailed 0D chemical kinetic models,
phenomenological 3D models of plasma-assisted combustion, and self-consistent 1D and 2D simulations mostly
devoted to ignition. In this work, we develop the first 1D flame model that integrates detailed plasma and
combustion chemistry with compressible fluid dynamics, and allows for simulations over tens of milliseconds
and parametric explorations. The model focuses on quantifying the impact of nanosecond repetitively pulsed
discharges (NRPDs) on an important fundamental parameter, the laminar flame speed, unlike previous studies
focusing exclusively on ignition delay time. The approach has revealed that the plasma can have both beneficial
(increase) and adverse (decrease) effects on the laminar flame speed; reconciling discrepancies in the literature
and offering a predictive tool to optimize PAC systems. The model is a step forward in enabling systematic
parametric exploration, and facilitating rapid design iterations of plasma-assisted combustion phenomena.

1. Introduction

an open question and is often challenging to probe experimentally.
Although there is a substantial body of literature on studying the impact

Plasma-assisted combustion (PAC) holds promise in enhancing com-
bustion processes, but challenges persist in fully understanding its
mechanisms and controlling the outcome of plasma actuation. Plas-
mas introduce several pathways for the modification of combustion,
broadly grouped into three categories: (1) thermal effects, consisting of
additional energy input that causes gas heating at various timescales,
(2) kinetic effects, providing alternate reaction mechanisms through
plasma-activated species and radicals, and (3) transport effects, caused
by electric fields and other plasma forces acting on the fluid [1-3].
Determining the dominant mechanism in any given situation remains
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of plasma on combustion behavior in various configurations [4-10],
it is still difficult to compare between experimental arrangements and
systematically assess the effects of plasma. For example, flame speed
increases by plasma assistance in the range between 2-3% [11] and
100% [12] have been reported in the literature. Similarly, a wide range
of values have been reported related to the extension in lean blowout
limits [13]: with responses varying from a few percent, 5-10% [14-16],
to a factor of above three in the limiting lean equivalence ratio [6].
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Numerical modeling tools can be used to reconcile the wide range
of observations in the literature, in terms of plasma-enhancement on
various combustion metrics; and to guide the design and optimization
of plasma-assisted combustion systems. The complexity inherent in
modeling the interaction between plasma and flame arises from the
disparate timescales and lengthscales involved. The modeling landscape
of plasma-assisted combustion (PAC) systems largely consists of three
distinct categories. On one end are zero-dimensional kinetic models
with detailed chemistry, such as those in Refs. [5,8,9]. While effec-
tive in capturing in detail the plasma-induced kinetic enhancements,
these models overlook transport-driven processes. On the opposite end
lie complex 3D reactive flow models, combined to simplified plasma
models often referred to as phenomenological models, pioneered by
Castela et al. [17-19]. These models are well-suited to address practical
problems and simulate complex experiments: by reducing the plasma
chemistry to the main species and thermal contributions, the models
can track complex fluid interactions and simulate three-dimensional
reactive flow environments. While extremely informative for the plat-
form at hand, the results obtained from these complex systems are
difficult to extrapolate to other environments. 1D and 2D models,
that self-consistently solve for the electric field evolution by solving
Poisson equation, are also common [20]. These models often solve
for the initial phase of streamer propagation for ignition studies, and
range from simulations that last a few nanoseconds to the hundreds of
microseconds relevant for ignition.

This work aims to complement these modeling approaches by
developing 1D models of PAC that preserve the fidelity of detailed
plasma and combustion chemical kinetic mechanisms, while facilitat-
ing parametric exploration over extended timescales (a few tens of
milliseconds), accounting for fluid dynamic effects, and focusing on
combustion-enhancement metrics beyond the ignition delay time. In
particular, the model developed in this work is that of a laminar
premixed flame, which is used to explore the impact of nanosecond
repetitively pulsed discharges (NRPD) on the laminar flame speed,
S;. By focusing on assessing the influence of plasma on fundamental
combustion metrics, such as the laminar flame speed, it is possible
to extract general recommendations and trends, and to explore the
envelope of plasma-assisted enhancement. The chosen arrangement
also offers practical utility in facilitating rapid design iterations and
optimization of the plasma actuation strategy. The model allows for the
systematic exploration of different actuation strategies (e.g. positioning
and timing of the NRPD plasma relative to the flame front); as well as
the detailed investigation of the relative contribution of the different
mechanisms, including thermal, kinetic and transport effects, on the
outcome observed.

The paper is divided as follows. Sections 2 and 3 discuss the de-
velopment of a combined 0D plasma-combustion model, PlasmaChem,
that leverages existing open-source tools. Similar models have been
constructed by numerous groups, for example [9,21,22]. A focus of the
model constructed here will be detailed energy tracking and conser-
vation as data are passed between the tools; a topic that is not often
discussed in similar works. Section 4 develops a 1D model of a laminar
premixed unstrained flame, utilizing the 0D model as a building block.
The model can solve both adiabatic flames and flames propagating
in narrow channels. The model outputs, including the spatio-temporal
evolution of the flame and the impact of NRPD on laminar flame
speed, are demonstrated and briefly discussed in sections 5 and 6;
with in-depth validation left to an accompanying paper, part II of this
work, which compares the model to an experiment. Conclusions are
summarized in Section 7.

2. PlasmaChem 0D model development
Combustion and plasma chemistry occur by different processes.

Most elementary combustion chemistry reaction rates are primarily
dependent on the gas temperature. This is true for the vast majority
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of the reactions contained in commonly used combustion chemistry
models such as the GRI3.0 [23] and USC [24] mechanisms used for
short-chain hydrocarbons. Plasma chemistry on the other hand is dom-
inated by electron-impact reactions that do not depend on the gas
temperature, but rather on electron temperatures. Accurate calculation
of the reaction rates in non-equilibrium plasmas typically requires
solving the Boltzmann equation so that the energy distribution of the
electron population can be accounted for. This is particularly important
when this distribution function is non-Maxwellian, as is typically the
case for nanosecond repetitively pulsed discharges (NRPDs). In addition
to requiring different methods of determining rate coefficients, the
combustion and plasma chemistry can occur on vastly different time
scales; this is especially true when the plasma is applied using the
NRPD strategy that considers voltage pulses of nanosecond-timescale
duration.

In light of these issues, it makes sense to model the plasma chemistry
and combustion chemistry separately using optimized solvers for each
to separate out the different processes and timescales. To this end,
two existing open source tools were leveraged to handle the basic
calculations for each process and a wrapper was built to handle passing
of information between the two to couple them together in an efficient
manner. The following sections describe these tools and their coupling.
The 0D model was purposefully developed in such a way that an arbi-
trary combination of collision cross-sections, plasma-kinetic mechanism
and combustion mechanism could be used.

The 0D model is written in the Julia language. Julia was chosen
because it can run very quickly, at speeds comparable to compiled
languages, with relatively simple syntax relative to other compiled
languages. It also supports directly interfacing with compiled Fortran
and C++ code, which was needed for utilizing the existing open source
tools, and had good support on the available HPC cluster where the
calculations presented in this work are run (the MIT supercloud [25]).

2.1. Subproblem solvers

The discharge kinetic sub-problem is solved using the open-source
tool ZDPlasKin [26], a common choice amongst authors developing
similar 0D PAC solvers [9,21]. This tool solves the zero-dimensional
species conservation equations for an arbitrary plasma mechanism. It
contains an integrated Boltzmann equation solver, BOLSIG+ [27], that
allows reaction rate coefficients for electron impact reactions to be
calculated during the transient evolution of the plasma at the instanta-
neous gas conditions. For use in the OD solver, the Fortran-based ZD-
PlasKin code is compiled once for a given mechanism. The higher-level
code, written in Julia, then directly interfaces with this compiled library
by passing it the necessary parameters (species number densities, gas
temperature, etc.).

Combustion kinetics and gas state properties are solved using the
open source tool Cantera [28]. A Julia wrapper for Cantera is con-
structed similarly to as was done for ZDPlasKin. At the Julia level,
a module was created to provide direct interface with several im-
portant features of Cantera: accessing (get/set) thermodynamic state
properties (e.g. temperature, enthalpy, pressure), accessing (get only)
derived/static thermodynamic properties (e.g. specific heat, molecu-
lar weight) and transport-driven properties (e.g. diffusion coefficients,
thermal conductivity), accessing reaction rates and time-evolving reac-
tors. Some of these functions, such as getting transport properties, are
not utilized by the OD model but are needed later for creating a 1D
model.

The submodules were combined into a Julia module that contains
access to all the lower-level functions and variables, along with a set
of tools for OD simulations. The layout of the OD solver, as well as its
extension to 1D, is shown in Fig. 1.
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PAC toolbox architecture PlasmaChem: 0D plasma + combustion chemistry

Julia wrapper for Cantera
1D elementary flames

Chemical kinetic
1D Freely propagating Canteral(CoH)

premixed flame (S,)

0D plasma reactor

Julia wrapper for ZDPlaskin

0D IDT calculation +—— BOLSIG+ Collision cross

Applied E/N (Fortran) sections (from
LXCAT database)
ZDPlasKin Plasma kinetic
Custom tools (Fortran) mechanism

(written in Julia)

Fig. 1. Architecture of the PAC toolbox. The long timescale (many NRP pulses)
0D simulations are shown in Section 3, and 1D flame propagation is discussed
in Section 4.

2.2. Separation of solution methods

2.2.1. Separation of time scales

In reality, the plasma and combustion chemical reactions occur
simultaneously. The model, however, places the different mechanisms
in different solvers and a technique for combining them is required.
As there is a difference in time scales involved, it is useful to pick a
technique that can solve each sub-problem with a different time step.
The natural choice for this is an operator splitting scheme. This is a
common technique for dealing with reacting flows and has previously
been used in 0D PAC modeling by Refs. [21,29]. The theory is covered
in many numerical methods texts (for example, see MacNamara and
Strang [30]). The general procedure for the model in this work starts
with Eq. (1), where f, and f, are the terms representing the combustion
chemistry and plasma kinetics respectively, ¢ is a vector of the system
state (composition and temperature) and ¢, is the initial condition (IC).

W Jhr 4 1,0.9) Wit IC pitg) = &

Assume that, on short time scales, the functions f, and f, can
be represented by linearized operators C and P acting on ¢ and are
time-independent.! Under these assumptions, it is possible to solve the
equation for % on [t,, ty+4t] by solving two sub-problems sequentially,
using the solution to the first as the initial condition for the second, as
shown in Eq. (2).

d 3k
Z = f.(t, ¢*) with IC ¢*(I0) =¢ (2a)
9 fyedy with 1C i) = ¢ty + 40 (2b)

In terms of accuracy, assuming that the linearized operators for
the combustion and plasma chemistry do not commute and that the
linearization approximation is valid, the method is first order accurate
in time, with error scaling with ©(4¢) [30]. Ar must be chosen relatively
small; a value of 1 ns was found to be appropriate for simulating NRPDs
(see [31]). In between discharge pulses, most of the plasma reactions
are relatively slow and a much larger time step can be used. Typically,
a value of 1 ps is used for 0D simulations. For 1D simulations, the fluid
time-step is typically used. Note that these are the time steps used in
the operator splitting scheme; each sub-problem solver (ZDPlasKin and
Cantera) utilize several smaller sub-steps that are automatically chosen
by the respective tools to ensure adequate convergence.

1 It is noted by MacNamara and Strang [30] that stability and accuracy
for non-linear operators is not gauranteed. Nevertheless, the method is still
commonly used for non-linear reaction-diffusion equations.
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2.2.2. Separation of species

There are three types of species that exist in the combustion and
plasma kinetic mechanisms: (1) combustion-only species, (2) discharge-
only species and (3) coupled species, which exist in both mechanisms. It
is through this third type that the plasma is able to exert a kinetic effect
on the flame. The combustion-only species consist primarily of minor
combustion radicals and trace gases, which can be very important for
the combustion chemistry but either do not exist in significant enough
concentrations to need to be considered in the plasma mechanism, or
have unknown behavior in the discharge. Examples include C2 and
C3 hydrocarbons (when looking at methane combustion) and nitrogen
compounds other than diatomic nitrogen. Discharge-only species are
primarily short-lived excited states whose most important reactions oc-
cur with the coupled species, and ionized species/electrons. Examples
include the electronically/vibrationally excited states of N, and ions of
N,, O, and CH,. The coupled species are those that exist in highest
concentration, and are therefore important to consider for electron-
impact reactions, or the products of dissociative quenching, attachment
and recombination, which are often important combustion radicals.
Examples of the former include N,, O, and CH,, and of the latter O,
H and CH;.

Determination of the species that belong to each group is an au-
tomated process based on the provided input files. The program will
automatically detect whether a particular species exists in just the
combustion mechanism, just the discharge mechanism, or in both.
To avoid reaction duplication, the plasma mechanism must only in-
clude reactions where at least one of the reactants or products is a
discharge-only species.

During the operator splitting procedure, the number density of all
species not included in the given submodule is held constant while
the other submodule solves; e.g. the electron number density will
not change while Cantera solves combustion kinetics. In order for
this treatment to be valid, the mole fraction of discharge-only species
must remain small. The combustion chemistry solver works with mole
fractions, rather than number densities, and auto-normalizes mole frac-
tions. Thus, in transferring species between the discharge and combus-
tion solvers, a fractional error will be introduced on the order of the
sum of the mole fractions of all discharge-only species. After solving
the combustion problem, species mole fractions are converted back
to number densities for communication with ZDPlasKin, taking into
account the additional number density of species not tracked in the
combustion solver. Provided the mole fraction of discharge-only species
remains small, the error accumulated by this procedure in insignificant
(<0.1% for all cases tested).

2.3. Energy conservation

By default, Cantera will solve the species evolution along with the
energy conservation equation in 0D under either a constant volume
or constant pressure assumption depending on user selection. In ZD-
PlasKin, the user can choose to turn the gas energy equation on or off.
The form of the energy equation used by ZDPlasKin is given by Eq. (3),
where g is the total energy source/sink from all reactions and heat input
(in J s7im™3), T, is the gas temperature (in K), N is the total number
density of heavy species (in part./m?), and k is the Boltzmann constant
(in SI units).

Nk dT,
£_S-y 3
y—1 dt

This is equivalent to the constant-volume energy equation with the
coefficient of the time derivative assumed to be constant. Thus, for
consistency when using the operator splitting scheme, the solution in
Cantera must be solved with a constant volume reactor assumption.
This is reasonable as the timescale of an NRPD is much faster than
the hydrodynamic expansion timescale and has important implications
in the 1D model. The specific heat ratio (y) used by ZDPlasKin is set
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based on the value calculated by Cantera each time the solver switches
between sub-models.

Cantera automatically calculates the internal energy of the mix-
ture based on the state variables and the NASA polynomials [32].
Thus, energy is automatically conserved through all reactions, since
the thermodynamic state properties in the combustion mechanism are
all referenced to the same conditions. ZDPlasKin on the other hand
does not automatically calculate the energy. ¢ is composed of Joule
heating, a user input source term, and the energy released or absorbed
by all reactions. The first two terms are trivial to implement, and
can generally be neglected for most problems considering NRPD. The
energy released by reactions is more complicated since there is no
automatic calculation of stored energy in ZDPlasKin. Proper treatment
of the energy can be illustrated using an example.

Consider the two-step reaction shown below:

e+ N, se+ Ny(A3,0=0-14) 4
Ny(A%,0=0-4)+0, >N, +20 (5)

The rate for the first reaction is determined by solving the Boltz-
mann equation, and the electrical energy required is automatically cal-
culated based on the threshold energy value given in the cross-section
file downloaded from LXCat [33]. From the SIGLO database [34], the
threshold for this reaction is 6.17 eV, and so BOLSIG will calculate an
input energy of 6.17 eV multiplied by the reaction rate. The second
reaction has a rate given by reaction R100 in [35]. Since this is not an
electron-impact reaction solved by BOLSIG, no energy is automatically
calculated for it by ZDPlasKin. However, when species information is
transferred to Cantera, the internal energy will increase by 5.166 eV
for every O, molecule that has been dissociated due to the higher
energy threshold of 20 relative to O,, the reference state. Therefore,
the energy contained in the dissociated products is implicitly accounted
for when the state is set in Cantera. The difference in energy, 6.17 eV-
5.166 eV=1.004 eV, has not yet been accounted for and so there will
be a mismatch between the input energy calculated by BOLSIG and the
change in total internal energy calculated by Cantera. An assumption
is made that this additional 1.004 eV is released as heat to the gas. It
is then handled by adding an energy release term of 1.004 eV to the
second reaction, which will allow ZDPlasKin to account for this extra
energy when it solves the energy equation. When the Cantera state is
set, the temperature is now slightly higher and the change in internal
energy will equal the amount of electrical energy input.

Correct energy tracking is also important in cases where mech-
anisms have been reduced. The species N,(4%,v = 0 — 4) used in
the previous example is not actually included in the plasma kinetic
mechanism. Instead, the mechanism tracks a single species, N,(A),
rather than each of its vibrational states independently. In the SIGLO
database, there are three separate cross sections for N,(A43) correspond-
ing to vibrational states 0-4, 5-9 and 10+. In order to correctly account
for energy input, a characteristic energy for the single N,(A) state
tracked in the plasma kinetic mechanism had to be chosen. A value
of 6.17 eV was chosen for this characteristic energy, corresponding to
the threshold value listed in the database for vibrational states 0-4.
All higher vibrational states were assumed to immediately quench to
this state after being created, releasing the corresponding difference in
energy as heat to the gas. For example, N,(A3, v = 5-9) has an energy
threshold of 7.00 eV. In the plasma kinetic mechanism, this reaction

was written as e+ N, ]ﬂ e+ N,(A)+0.83 eV where k5_g is the reaction
rate calculated by BOLSIG for the reaction e + N,(A3,v = 5 —9). This
ensured all the input electrical energy was accounted for in the gas.
This procedure of quenching untracked species and releasing the
difference in energy between them and the tracked species needs to
be applied for all species that exist in the BOLSIG input file but not
in the plasma kinetic mechanism in order to ensure correct energy
conservation. One notable example of this is the vibrationally excited
states of nitrogen. At moderate reduced electric fields in air (1-100Td),
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a significant amount of the input energy goes to vibrationally exciting
nitrogen. Depending on the model, it may be unnecessary to track these
states, particularly for OD simulations that last much longer than the V-
T relaxation time, but the energy input to these states and the heating
it leads to needs to be accounted for. In these cases, the vibrationally
excited states are instantly quenched according to Eq. (6), where k, is
the BOLSIG-calculated rate for the reaction e+ N,(v = 0) —» e+ N,(v > 0)
and v-0.29 eV is the energy contained in vibrational state v.

ky
e+ Ny, —>e+ Ny +v-029eV (6)

Rotationally excited states are not explicitly quenched as doing this
caused issues on inter-pulse timescales. Briefly, on inter-pulse timescales
the electrons are assumed in thermal equilibrium with the background
gas and have enough energy to excite rotational states; however, with
no equation in the mechanism to transfer energy from the gas back
to the electrons (as would be the case for true thermal equilibrium)
this causes an artificial heating of the gas. The small amounts of
energy going into rotational excitation (see Section 2.4.2) mean this
has minimal impact on the results.

Explorations of energy deposition pathways and their relative im-
portance are discussed in Section 3.2.

2.4. Model input selection

2.4.1. Combustion mechanism

This work considers stoichiometric methane/air premixed combus-
tion. The combustion mechanism used for all simulations presented
in this work is the GRI3.0 mechanism, which contains 53 species
and 325 reactions [23]. Tests were additionally performed using the
DRM19 mechanism, which is a reduced form of the GRI1.2 mech-
anism [36], and the USC-Mech Version II mechanism [24]. GRI3.0
balanced complexity, simulation run time and yielded flame speeds that
closely match those measured in experiments (see example validation
data provided with the mechanism [23]). This last point is especially
important for this work as flame speed is a primary metric. However,
the authors stress that the purpose of this work is to illustrate the
modeling philosophy rather than rigorous comparison of different com-
bustion mechanisms; changing mechanism is trivial within the current
modeling framework.

2.4.2. Electron-impact reactions

All collision cross-sections were taken from the LXcat repository [33].
The species considered for electron impact reactions are N, with cross
sections from the SIGLO database [34], O, with cross sections taken
from the Phelps database [37], CH,, H,0, and CO,, all with cross sec-
tions taken from the Hayashi database [38]. For this work, the interest
is primarily in discharge acting on reactant gas that has not had a
significant fraction of the fuel combusted. In this gas, the mole fractions
of H,O and CO, are relatively low and the discharge is governed by
the premixed air-fuel mixture. It should be noted, however, that even
low concentrations of water can have a notable impact on discharge
behavior [39]. The energy deposition fraction, as a function of reduced
electric field, for a stoichiometric methane-air mixture is shown in Fig.
2. As expected, N, vibrational states dominate at intermediate electric
fields (E/N < 100Td) while electronic excitation dominates at higher
fields (E/N > 150Td).

Given a profile for E/N, which is an input to the model, the electron
multiplication ratio, n,, can be calculated by Eq. (7), where k,,, is the
effective mixture ionization rate, with units cm3s~!, and N is given in
cm™3,

1
n,, = 1M _ o < / k‘-o,,(t’)th’> @)
0

ne,O
To determine the relative rate of energy deposition over a single
pulse, the energy deposition rates are weighted by the instantaneous
electron density as shown by Eq. (8). k, is the instantaneous energy
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Fig. 2. Fractional energy deposition into different internal energy modes for
stoichiometric methane-air, as a function of the reduced electric field. The area
of each region at a given value of E/N represents the relative contribution of
that loss mechanism; for example, at 300Td about 5% of the total input energy
is consumed to produce N,(A).
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Fig. 3. Cumulative energy deposition fraction during pulse. The height of
each region at 50 ns is the fraction of total pulse energy deposited by that
mechanism. Pulse has a peak E/N of 190Td.

deposition rate through mechanism A with units eVem™3s~! and w,
is the cumulative volumetric energy deposited by mechanism A with
units eVem™.

t
wa) _ / Ky ()N, ()1’ ®
feo 0

Normalizing the volumetric energy by the total input energy during
a pulse, w,,, = Zw;, the fractional energy deposited into the different
mechanisms during a single pulse can be visualized. This is shown in
Fig. 3. For the chosen cross-sections and pulse shape, in stoichiometric
methane-air, roughly 38% of the input energy goes to electronically
exciting N,, 36% goes to vibrationally exciting N,, 17% goes to elec-
tronically exciting O,, 6% goes into all inelastic collisions with CH,,
2% goes into ionization and the remaining 1% goes into all other
mechanisms. These numbers generally agree with other works [40];
for example Castella et al. [17] assume about 45% of energy goes to
vibrational excitation of nitrogen and 55% goes to fast gas heating and
dissociation (which are both caused by electronic excitation of O, and
N,). Validation of the energy tracking scheme for our 0D model in a
methane/air mixture is presented in [41].

Calculating E/N by the voltage divided by the gap distance for a
given setup is not valid, since shielding effects will reduce the peak
value and pulse duration. Simulations of NRP discharges in Dielectric
Barrier Discharge (DBD) configurations such as [42,43] and experi-
ments using the EFISH technique for insitu measurement [44] or other
indirect methods [5,45,46] can give estimate of what shape and peak
values should be expected. A NRP DBD discharge is chosen because that
is the discharge used in the experiment of the accompanying paper,
Part II of this work, and that the 1D model presented in Section 4 will
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seek to represent. The burner under study is a quartz channel, with the
electrodes mounted on the dry side of the reactor (external surface, not
in contact with the process gas, Fig. 7), so that the dielectric walls of the
channel serve as the dielectric barriers of the DBD configuration (see
Part II). The purpose of this work is not to self-consistently model the
NRP DBD, so the pulse shape will be taken from the existing literature.
A characteristic profile was chosen based on the simulated shape given
in [42], scaled to have a peak value of 190Td. This peak value of the
field was found to give a reasonable increase in electron number density
each pulse, and is comparable to the peak value used by Lefkowitz
et al. [47] in their similar modeling study. During the interpulse time,
it is assumed that 7, = T,,, and the electrons have a Maxwellian
distribution. The total energy delivered by this pulse shape matches
the order of magnitude observed in experiments [48], as will be seen
in Part II.

2.4.3. Plasma kinetic mechanism

The plasma mechanism was initially based on the one given by
Bak et al. [49], which is a relatively simple reaction scheme for a dis-
charge in a methane-air mixture. Some changes were made to address
shortcomings; for example, in the Bak mechanism there was only one
slow recombination reaction for CH;r and no charge exchange reactions.
This resulted in a large population of CHI ions accumulating and not
being effectively quenched, a problem that has been remedied in the
improved mechanism.

The initial mechanism did not rigorously account for thermal energy
input from the discharge, and so all reactions needed to have the energy
release term added. The excited states produced by electron-impact
reactions were assumed to have a stored energy equal to the threshold
energy for the inelastic reaction. In cases where multiple species from
the collision cross-section file were condensed into a single species, the
procedure discussed in Section 2.3 was used. For dissociative quenching
reactions, the stored energy of all involved particles was calculated
and the difference in energy from the reactants and products sides was
assumed to be heat released to the gas. For excited states of discharge-
only species, including ions, the stored energy was the threshold energy
for excitation. For coupled species, the stored energy in each species
was calculated based on the total enthalpy at the reference temper-
ature used by the NASA polynomials in the combustion mechanism
(298.15 K), converted to a per-particle basis. This ensured consistency
between ZDPlasKin and Cantera.

The final plasma kinetic mechanism used is included in ZDPlaskin
input format in the supplementary material. It is also included in Ap-
pendix B to provide references for the various reactions. The purpose
of this work was to use, rather than develop, the plasma kinetic
mechanism. A known shortcoming of this mechanism is the simplified
water chemistry. It is known that in humid air (including combustion
products) H;O* and its hydrates are some of the dominant species
formed by charge exchange [39]. H;O% is not included in the model,
so recombination rates and recombination products may not be correct.
However, the dominant impact of the plasma on combustion is through
the excited states of N,, and the electron impact dissociation of O, and
CH,, which are included so the mechanism should be suitable for use in
an engineering model. A commonly used method of tracking vibrational
energy is to use a vibrational temperature [17]. In contrast to this, the
model used here explicitly models the first 8 vibrational states of N,(X)
as these were available in the cross-section file. The de-excitation of
these states is assumed to occur stepwise according to Eq. (9), where A
is the particle on which N,(v > 0) quenches.

kU.U—
A+ Ny(v) =5 A+ Ny(v—1)+0.29 eV )

The rates k; for A=N,, H,O and O are taken from [50], for A=0,
from [51] and for A=CH, from [52]. From [50] equation 7.5 on page
107, k,,_; = k; yv for molecules with no anharmonicity which will be
the assumed behavior of N, at v < 8.
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3. 0D model output

All simulations shown in this section are carried out with the gas ini-
tialized as a stoichiometric methane-air mixture (CH,:0,:N,=1:2:7.52)
at 300K and latm.

3.1. Species evolution during a single pulse

Fig. 4 shows the evolution of several important species from all
three classes (combustion only, plasma only and coupled) during a
single pulse. The smooth curves demonstrate that information is being
passed between the sub-programs correctly. During the pulse (up to
200 ns), the timestep for operator splitting was set at 1 ns. Details
during the pulse are shown in Fig. 4(a) and the inter-pulse period is
shown in Fig. 4(b). In the latter figure, the x-axis is plotted on a log-
scale to show both the pulse behavior and the interpulse behavior.
During the interpulse, an operator splitting time step of 1 ps is used,
which explains the sharp corners in the curves for H and N, (A). During
the pulse, large amounts of excited nitrogen species are produced.
These decay at a rate inversely related to their energy of excitation,
with N, (C) being the shortest lived and N, (A) being the longest. Several
radicals, notably O, H and CH; are produced during the pulse, primarily
by dissociative quenching of the excited N, states and direct electron
impact dissociation. The production of these radicals is mostly complete
by the end of the pulse (around 100 ns). Over inter-pulse timescales,
these species react to form CO, CO,, OH and H,O, all of which are
produced in negligible quantities during the pulse but steadily increase
over the inter-pulse timescale. The population of ions and electrons is
roughly constant after the pulse, and only begins to noticeably decline
after round 10 ps, with the exception of N;, which is rapidly consumed
via charge exchange reactions to produce other ionized species. At the
end of the interpulse period, the electron density and O; density are
nearly equal, indicating that in this mechanism most ionized species,
other than CH4+, will eventually undergo charge exchange to produce
O;. O; is then consumed by various recombination reactions. Note that
the longest-lived ion being O} is an artifact of the mechanism used, but
this is not expected to significantly impact the results, as the ions are
not directly contributing to the combustion chemistry and the focus
is on flame speed modification. Fig. 4(b) also shows the temperature
change in the gas. There is a sharp increase caused by the quenching of
the electronically excited nitrogen, followed by a more gradual increase
on interpulse timescales driven by reactions/quenching of longer lived
species. The initial sharp rise has important implications in the 1D
model as it results in pressure waves in the gas. As this is the first pulse
in a train, the overall temperature rise is relatively small; once a quasi-
steady state has been reached (see 3.2), the temperature rise per pulse
is greater.

3.2. Multi-pulse evolution and validation of energy conservation

Fig. 5 shows the accumulated effect of 10 pulses. This case demon-
strates the energy conservation in the model and the impact of tracking
individual N, vibrational states. In the top left plot, the energy con-
servation is shown. The input energy is the electrical energy input
as calculated by the BOLSIG submodule within ZDPlaskin. This input
energy is tracked as it is distributed to three different pathways. The
first pathway, labeled 4e in the figure, is the change in internal energy
of the ground-state species. It is calculated automatically by Cantera
and includes the effect of the gas heating up and the increase in
internal energy caused by molecular dissociation. The second pathway
is the energy stored in ionized species, labeled e;,,. This makes up
a negligible fraction of the total energy. The third pathway is the
energy stored in vibrationally excited nitrogen species, labeled e,;,.
A sizeable fraction of the input energy, roughly 30%-40% by Fig. 3,
is stored in vibrational modes during the pulse. Over the inter-pulse
timescale, these states quench and the energy becomes translational,
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being counted in the internal energy of the combustion species (VT
relaxation). As shown in the plot, the sum of these three energy stor-
age mechanisms approximately equals the electrical energy input. The
slight discrepancy may be due to numerical inaccuracy or input energy
going to rotational states that are not explicitly quenched. Temporary
storage of energy does occur in electronically excited states, but these
quench so rapidly, transferring their energy to internal energy of the
ground state species that on the timescale of many pulses they store
negligible energy. The top right figure shows the evolution of the
key combustion radicals and products. During each pulse, the mole
fraction of radicals increases significantly, and these are then consumed
during the interpulse period. The result is a cyclic trend of creation and
consumption. The combustion products (CO, and H,0) and more stable
radicals (CO) continually increase over the course of the simulation.
The bottom left plot shows the charged species that are tracked in the
model. After an initial transient to build up a baseline population, the
charged species also reach a cyclic quasi-steady state. During the pulse,
the plasma density increases and then recombination occurs during the
interpulse time. The bottom right plot shows the vibrational states of
nitrogen that are tracked in the model. These two reach a quasi-steady
cyclic state, although the decay rate is slower than for the radicals or
charged species. This slow decay rate leads to the heat release from VT
relaxation.

Once the quasi-steady state is reached, each pulse deposits approx-
imately 650pJ/cm’. This number agrees well with the value measured
in experiments (see [48,53]).

3.3. Fraction of energy input as gas heating

One of the open questions in the PAC literature is the relative impor-
tance of the different mechanisms of plasma actuation; specifically the
effect of thermal energy input as compared to the kinetic enhancement.
Simulations are a useful tool for this, since the mechanisms can be
turned on or off. In Fig. 6, the gas heating equation is turned off in
the ZDPlasKin submodule. This means that the discharge has only a
kinetic effect, and the increase in internal energy comes entirely from
the increase in internal energy caused by plasma-facilitated reactions.
In this figure, the change in species concentrations are nearly identical
to Fig. 5, indicating that enhancement of the Arrhenius rate combustion
reactions due to higher temperatures when the energy equation is on
has a negligible effect under these conditions. From the top left figure,
only about 32% of the total input energy is captured as stored internal
energy. This agrees well with Castela et al.’s estimate of 35% of energy
going to dissociation [17].

4. 1D model construction
4.1. Governing equations

The general form of the model is a standard convection-diffusion
system with source terms described by Eq. (10):
%+%(u¢+p)=sf+s, 10)
Where ¢, D, S, and S, correspond to the state variable, diffusive flux,
fluid source term and reaction source term respectively. For a system
consisting of the mass, momentum, energy and species conservation
equations, these terms are written as Eq. (11). An earlier version of
the model was presented in [54].
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Fig. 4. Simulated species density evolution during a single pulse. An initial temperature of 300K and number density of n,, = 10° cm™ was used. Left figure
shows the pulse shape on the secondary axis, right figure shows the temperature evolution.
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Fig. 5. Energy balance and species mole fractions during a 10 pulse simulation. The inset in the bottom left figure shows the first microsecond after the sixth
pulse to illustrate the rapid decay of several plasma species.

Where p, u, e and Y are the tracked variables representing density, ve- the unburned gas temperature, comparable to the experimental setup
described in [48] and used for the experimental comparison in the
accompanying paper, Part II. Table 8.1 in [55] gives a Nusselt number
based on effective diameter of 5.60 in this case. The equation for L
is then (12), where Nu is the Nusselt number and D, is the effective
hydraulic diameter (equal to 4 times the ratio of area to perimeter for

locity, internal energy and mass fraction respectively. j, is the diffusive
mass flux of species k using the mixture averaged diffusion formulation,
as in [28], A is the thermal diffusivity, 4, is the enthalpy of species k
and P is the pressure. The source terms ¢,,, and w come from solving
the combustion and discharge sub-problems in OD, Section 2. L is
the heat loss to the walls in a finite height channel. For the results
presented in this paper, it is modeled assuming a rectangular cross- i=4 N_;t (T = Tyy) 12)
section channel of aspect ratio 8 with constant temperature walls at n

a non-circular pipe).
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Fig. 6. Energy balance with gas heating equation turned off in ZDPlaskin.

To close the system, an equation of state is needed. Cantera is used
for this as it will internally solve the relationship between internal
energy, pressure and density. This is effectively the ideal gas law.

The system of equations can be written as Eq. (13), where subscripts
f, ¢, p refer to the fluid, chemical and plasma sub-problems respectively.

W o [ D+ S B+ 5, 9) as)
f. and f, are identical to the OD model and have no impact on
the momentum and mass conservation equations. f, contains the con-
vection, diffusion and fluid source terms. The same operator splitting
method that was applied in the OD model can be applied here, with an
additional step to solve the fluid transport portion of the equation.

A common assumption when modeling 1D flames is to assume
constant pressure. This is the strategy used by Cantera [28]. If pressure
is constant, then the momentum equation becomes unnecessary. An
initial version of the model used this assumption, but a problem was en-
countered when the discharge was applied. The discharge would cause
rapid energy input under the electrode which would cause a decrease
in density and an instantaneous increase in velocity throughout the
domain to ensure mass conservation. In reality, this upset should be
communicated via a pressure wave propagating at the gas sound speed.
In order to capture these waves, a variable pressure is needed, hence
the use of the compressible flow equations. All discharge only species, as
defined in the OD model, are assumed to be short lived and quench into
coupled species on time scales of relevance to fluid transport. Therefore,
to reduce the model complexity, these species are not considered in the
transport model. They are assumed to be created only in cells in the
discharge region and only participate in 0D reactions. This technique
allows the model to handle detailed plasma chemistry without the
system of transport equations becoming too large.

4.2. Simulation domain

The simulation domain is shown schematically in Fig. 7. It consists
of a flame propagating in a rectangular cross-section channel of height
h and width w. Note that these finite dimensions only impact the solu-
tion through determination of D, in Eq. (12). For the results presented
the width will be fixed at w =30 mm (as in prior experiments by the
authors [48,53]) and the height 4 can be varied. Premixed methane
and air enter upstream of the flame front flowing counter to the flame
propagation direction. Unless otherwise noted, the unburnt mixture has
an inlet flow speed of 5 cm/s in the lab frame and is initialized at 300K,
latm and stoichiometric conditions (CH,:0,:N,=1:2:7.52). A discharge
is applied over a portion of the domain corresponding to the location of
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Fig. 7. Simulation domain for 1D model.

the electrode. This discharge is modeled as an NRP DBD using the same
electric field as in the OD model. All simulations begin by initializing
the flame at x=30 mm. For the results presented in Part I, the electrode
is positioned superimposed to the flame, a configuration referred to
as the in-situ discharge configuration ([¢;,#,] = [25,35] mm). This
location and the electrode length are varied in Part II for a parametric
exploration of actuation strategies. The simulation is 1D along the flame
propagation direction, with the finite dimension of the channel taken
into account by using an effective heat loss term that is proportional
to the channel height and width by Eq. (12). For cases described as
infinite channel, the heat loss term is set to zero, corresponding to the
adiabatic flame condition in the absence of a discharge. The discharge
is activated by applying the reduced electric field shown in Fig. 4.

4.3. Boundary conditions

As discussed above, the model needs to capture pressure waves that
could be created by the discharge. When the discharge occurs in the
unburnt gas, the reactive oxygen radicals will partially oxidize the fuel,
causing rapid heat release and producing a pressure wave traveling at
the speed of sound. This effect is exacerbated by fast gas heating effects
from the plasma. Even though the total temperature increase from the
discharge is only on the order of a few tens of degrees after several
pulses, the rapid rate of energy input results in significant pressure
perturbation, of the order of 10° — 10! Pa, or a sound pressure level of
around 100 dB. At the boundaries, a non-reflecting boundary condition,
Eq. (14), is applied for v € [p,u, e] [56] where c is the local sound speed
¢ =1/yRT.
aa_‘lt/ + c(;—v; =0 (14)

In Eq. (14), the positive sign corresponds to the wave traveling
in the positive x direction (right boundary) and the negative sign
corresponds to the wave traveling in the negative x direction (left
boundary). This boundary condition is derived from the analytical
solution of a wave propagating in an isentropic ideal gas; any source
or diffusive terms in the vicinity of the boundary will invalidate the
boundary condition. To address this, the simulation domain shown
in Fig. 7 is extended with a region of frozen flow and no heat loss
appended to both sides. In these regions, there are no gradients due to
chemical reactions or thermal diffusion, ensuring that the conditions
for the isentropic wave solution are met. If the simulation runs long
enough that the small gradients that exist at x = 100 mm are advected to
the downstream boundary, the simulation breaks because the gradient
that Eq. (14) attempts to compensate for is not caused by an isentropic
pressure wave. If this occurs, the domain must either be lengthened,
or the solution re-started from a previous time step with the near-
boundary conditions over-ridden to remove gradients in density and
pressure.

4.4. Initial conditions

The 1D model initial condition is the steady state solution for flame
propagation in a finite diameter channel without plasma. The steady
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Fig. 8. Steady state solution for different channel sizes. The Cantera solution
was used as the initial guess for the adiabatic flame and also for validation of
the in-house solver.

state solution is found similar to [57], where the mass conservation
equation is used as an eigenvalue equation for the velocity. The steady
state solution for several different values of channel height are shown in
Fig. 8. These are used as the initial conditions for the transient model
with the corresponding channel. The plot also validates the solution
obtained by the new solver, compared to the well-accepted Cantera
solution.

4.5. Solution methods

The system is solved on a discretized grid with grid size chosen
using an adaptive mesh refinement scheme. The default grid has Ax =
5 mm and this is selectively refined based on an error indicator. The
error indicator is related to the local curvature of the solution; this
work uses the form given in [58,59]. Spatial discretization of the
differential equations is performed using a second order linear upwind
difference scheme for the convection terms and a second order central
difference scheme for the diffusion terms. Solutions to compressible
flow equations on co-located grids for low Mach number flows are
susceptible to a ‘“checkerboard” instability. To handle this, a Rhie—
Chow interpolation [60] method is used. The Rhie-Chow interpolation
was performed using the methods outlined in [61,62]. An implicit time
stepping scheme is used with a Jacobian that is constructed by taking
advantage of the sparsity pattern of the problem. Jacobian construction
is further optimized by using parallelism based on MPI. Further details
on the solution optimization methods can be found in Ref. [31].

5. Model output

One case of the model output for demonstration purposes is shown
here. Refer to the supplementary materials for animated versions of
the model output. In the accompanying paper, part II of this work, the
results of the model in different configurations are used to understand
experimental results and explore both the beneficial effects of plasma
(flame acceleration), and the adverse effects of plasma (flame decel-
eration). This is done by parametrically exploring the role of plasma
positioning, relative to the flame front, as well as pulse repetition
frequency.

5.1. Demonstration case

A demonstration of the model output is shown in Fig. 9. The exam-
ple shown is for a channel of 3.5 mm height, with a pulse repetition
frequency (PRF) of 8 kHz, a 10 mm-long electrode and the electrode
positioned between #; =25 mm and ¢, =35 mm (see Fig. 7). The flame
starting point is within the electrode region, therefore the plasma is
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deposited in-situ with the reaction zone of the flame. This corresponds
to the same case presented in Part II of this work as ‘strategy 3’.

The top left plot shows the instantaneous temperature profile at
4 ms increments and shows the flame advancing from right to left. The
top center plot shows the flame speed relative to the incoming flow.
The flame front location is defined to be the point where the density
equals 0.6kg/m> and the flame speed is calculated based on the motion
of this point relative to initial speed of the fresh gas (5 cm/s) prior to
the discharge.? In this work, the flame front location is primarily used
for calculation of flame speed and the fixed density value was used
because it provided a simple method of identification. When the mesh
is refined near the flame front, it can cause small jumps in the flame
position, which is what is responsible for some of the spikes shown in
the instantaneous speed. These do not affect the long term behavior as
the offset forward/backward averages to zero over a full simulation,
and can be partially removed from the results by sampling the position
less frequently. The “Instantaneous” curve shows the flame speed by
sampling the position every 2.5 ps, while the “Average” curve shows
the speed when sampling every 125 ps. The average velocity calculation
also removes the cyclic behavior caused by the pressure pulses and
replaces them with an offset corresponding to the “average” effect the
pressure waves have on the flame. In depth discussion of the effect of
pressure waves is presented in part II of this work.

The right plot shows the instantaneous species mole fractions for
several radicals and combustion products as a function of position at
one point in time, when the flame front is located at approximately
x=27 mm. Several regions can be identified. Far ahead of the electrode,
there are negligible populations of all plotted species. Between about
20 mm and 25 mm, there is a transition region where radicals produced
by the discharge have diffused and advected upstream of the flame.
Between the left edge of the electrode (x=25 mm) and the flame front,
there is a plateau in radical densities; the height of this plateau varies in
time depending on the time since the last pulse and the total number
of pulses, but the height is approximately uniform across the portion
of the electrode that covers unburnt gas. At the flame front, there is
a rapid increase in the density of all radicals, followed by a burnt
gas region where combustion products have high mole fraction and
intermediate radicals have decreased.

The final plot in the bottom left shows the instantaneous density
of several radicals and ions at a fixed location 0.5 mm from the left
edge of the electrode. There is a rapid increase during the first few
pulses, followed by a period of periodic behavior. In this region, the
species are produced during each discharge pulse and then are slowly
consumed in between pulses before being regenerated on the next
pulses. The consumption of radicals is in the form of both recombi-
nation reactions, and oxidative reactions with the fuel. The ions are
consumed primarily by charge exchange and recombination. Once the
flame passes x=25.5 mm, the production of radicals by the discharge
is greatly decreased. There is still a high population of electrons and
ionized oxygen, but at this point the temperature is high enough that
the rate of O, OH and H atom production by thermal mechanisms is
much higher than that produced by the discharge and the production
of these species is no longer dominated by the discharge mechanisms.

Also shown in this plot is the average volumetric energy input from
plasma (in black). This was calculated using the procedure described
in Appendix A.

2 While the gas starts by entering at the left edge of the domain at
5 cm/s, the non-reflecting boundaries mean that this value changes in time
to compensate for pressure waves.
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Fig. 9. Model outputs for the case with 8 kHz discharge applied in-situ with a flame in a 3.5 mm channel. Clockwise from top left: (1) temperature profile at
various points in time, (2) flame speed measured relative to incoming gas, (3) spatially-resolved species mole fractions at t=8 ms, (4) time-resolved species mole
fractions at x= 25.5 mm (0.5 mm from electrode left edge) and average volumetric energy input.

6. Discussion of model results

For comparison with experimental results and studying the macro-
scopic behavior of the flame acted on by plasma, the most important
parameter is the flame speed (top center plot). The results shown in Fig.
9 show four distinct phases. When the discharge is turned on at time=0,
there is a drop in the flame speed. This is caused by pressure fluctua-
tions produced by the discharge. Much of the energy input from the
plasma is rapidly converted to thermal energy by the sub-microsecond
timescale quenching of the electronically excited nitrogen molecules.
This rapid heat release produces a pressure wave traveling at the speed
of sound which pushes against the flame front, causing it to slow down.
In the second phase, a population of plasma-created radicals has built
up ahead of the flame. These radicals, most notably atomic oxygen,
participate in combustion reactions and result in an acceleration of the
flame front. This is likely due to the background population of radicals
within the convection—diffusion zone ahead of the flame being greater
than the typical amount produced by dissociation due to the heat from
the flame. Another contributor could be the higher gas temperature, as
seen in the top left plot, although this is expected to be a less significant
effect. In the third phase, the reaction zone of the flame reaches the
edge of the electrode and no longer encounters a region of increased
radical density. The flame rapidly slows down to a speed below the
laminar flame speed. The cause of the undershoot is suspected to be
that, because the flame was moving faster than normal, there was
insufficient time for the heat to diffuse ahead of the flame and initiate
reactions at the rate required to maintain the laminar flame speed. In
the fourth and final stage, the flame speed returns to the baseline value
in the absence of plasma perturbation.

A particularly interesting finding here is that the plasma has both a
beneficial and adverse effect on the flame propagation depending one
where it is applied. In the first stage, the adverse affect is due to fluid
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processes (the pressure wave). In the second stage, the beneficial effect
is due to thermal and/or chemical processes (increased radical density
and temperature). In the third phase, the adverse effect is related to the
plasma upsetting the balance between propagation speed and diffusion
timescale. All of these impacts have been observed in experiments,
which is the subject of the accompanying paper, part II of this work.
The model allows to gain physical insight from these experiments, as
it allows for turning on and off mechanisms and isolating effects. It
also provides far more information than the limited diagnostics of the
experiment (fast imaging and electrical signals).

While the results presented here are expected to be qualitatively
valid (a proposition that will be demonstrated in part II), it is important
to note that quantitative predictions will be dependent on mechanism
choice. The model developed here has intentionally been produced to
allow combustion and kinetic mechanisms to be used interchangeably
so that the most appropriate combination for any given scenario can be
chosen. The plasma mechanism used was primarily built for species in
the unburned mixture and likely is not the optimal choice for discharges
in the burned gas. Nevertheless, important insights have been obtained,
and the model has made a number of novel, testable predictions.

7. Conclusion

This work presented the development of two models for NRP plasma
based PAC systems. The first is a OD model built on top of existing
open source tools. The second extends the OD model to one dimen-
sion in cartesian coordinates to represent a laminar premixed flame
(unstrained flame). Both tools are capable of simulating the accu-
mulated effect of many NRP pulses with detailed combustion and
plasma chemistry, with the 1D model also including the effects of
fluid dynamics. The model is well suited to being used for parametric
exploration of different operating conditions, especially pulse repetition
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frequency and electrode placement. The model was developed with a
focus on ensuring accurate energy and species conservation between
the different components, and on being made computationally efficient
to make multiple simulations feasible.

The model provides useful insights into plasma assisted combus-
tion. The detailed energy tracking enabled by the 0D PlasmaChem
solver provides a flexible method of determining energy deposition
pathways and separating thermal and kinetic effects. The 1D solver has
demonstrated the importance of the location of the plasma actuation
relative to the flame front as will be further explored in Part II of this
paper. In particular the model can be used to explore the influence
of NRP plasma on a key fundamental parameter: the laminar flame
speed. This extends prior works that have focused on ignition delay
time reduction exclusively. The sample results presented in this paper
reveal that plasma has both an adverse effect, due to pressure wave
disturbances triggered by the repetitive rapid energy deposition, as well
as a beneficial effect, due to the kinetic and thermal enhancements by
plasma. By using a numerical model, the benefits and detriments of the
plasma can be systematically evaluated, as a function of pulse repetition
frequency and electrode position. These findings may help explain the
variable behaviors, and degrees of flame speed enhancement, observed
in the literature for different experiments. Part II of this work will
parametrically explore these variables and provide an experimental
validation of the phenomena revealed by the numerical model.
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Appendix A. Energy conservation in 1D

From the OD analysis, all the electrical energy input ultimately is
transferred from the electrons to the gas. The energy input to the gas
in the 1D model is calculated from a control volume analysis of the
energy equation using Eq. (A.1). Diffusion losses across the boundaries
are assumed negligible. The integration over x and t yields units of
energy per unit area. The average volumetric energy deposited by the
plasma, i, can be calculated by division by the electrode length # as

shown in Eq. (A.2).
// ——(pue) i- P—]

//x dyras = // d(pe)
Wy [J/m3] =7 '//X’t Apias

When the flame is far from the electrode, the energy input is
approximately uniform across the full electrode, however once the
flame enters the electrode region the deposition becomes highly non-

(A1)

(A.2)

2
uniform. Input power is proportional to n,uE?> = N2n, ;4( ) , where
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Fig. A.10. Comparison of model energy calculation using Eq. (A.2) (“Average
from CV analysis”) for a case where the discharge occurs ahead of the flame
and the flame passes under the electrode. Inset shows the first 10 pulses as
compared to the OD model (black dashed line). (For interpretation of the
references to color in this figure legend, the reader is referred to the web
version of this article.)

u is the electron mobility, and n, the electron number density. For a
fixed E/N profile as is used in these tests, and assuming that the energy
deposition is dominated by collisions with nitrogen (a mostly inert
species with approximately constant mole fraction), the input energy
during a single pulse scales as w, « N [ n,dt since the product uN is
constant for a given composition and E/N profile [27].

Fig. A.10 shows an example energy calculation by Eq. (A.2) for a
case where the flame starts ahead of the electrode and then enters it.
The inset shows the energy deposition for the first 10 pulses, when
the condition under the electrode is uniform and there is no significant
variation in energy input with x, compared to the solution from the 0D
model run under the same conditions. Both are very similar, validating
the energy measurement method. The deviation of the 1D energy
calculations from the OD energy calculation is about 10%, and be
explained by errors in numerical integration/numerical solution of the
ODEs and transport of energy outside of the electrode. The energy
input is negligible for the first few pulses due to the low electron
number density at the start; both simulations are initialized with n,, =
103 cm~3. Then, the cumulative (average) energy input starts to increase
linearly with number of pulses. As the gas under the electrode starts to
heat and the number density drops, the curve develops slightly negative
curvature. Once the flame reaches the edge of the electrode (around
12 ms), the region in the burned gas starts depositing significantly less
energy and the average energy input becomes significantly less. Once
the flame has fully passed the electrode and the discharge is purely
in the burned gas, around 28 ms, the energy input is linear again but
significantly less than before the flame reached the electrode.

Appendix B. Plasma mechanism

This appendix summarizes the plasma mechanism used in this work.
The input file in ZD plaskin format is included in the supplementary
material. Reactions in the plasma mechanism are grouped by type in
Tables B.1-B.7. For electron impact reactions, the threshold energy of
the excitation is given. For all other reactions, the energy released is
listed as E,,;. Per Capitelli et al. [50], vibrational relaxation is assumed
to occur stepwise through the reaction:

M
Ny(0) + M =51 Ny = 1)+ M 4029 eV (B.1)
Where, assuming no anharmonicity,
M M
ko1 = ki (B.2)

The rates for the various quenching species are given in Table B.8.
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Table B.1 Table B.4
Electron Impact Excitation/Dissociation. Cross-Section refers to the name of the Dissociative Recombination.
reaction in the cross-sections downloaded from the listed reference. No. Equation Rate (cm’s™") E, (eV) Ref
No. Equation Cross-Section Threshold (eV) Ref 300\ 0
D1 e+0} 20 20x 107 (2 6.894 [35] eqn 40
Al e+N, > e+Ny(A) N, (A3, 00 — 4) 6.17 [34] AN
N,(A3.05-9)  7.00 [34] D2  e+CH! —CH,+H 0.18- 1177 (32) 8.344 [63]
0.66
N,(43,010-) 7.80 [34] D3  e+CHf —»CH,+2H  051-1.17°6 ( % 3.540 [631
© {0.66
A2 e+N, — e+ Ny(B) N,(B3) 7.35 [34] D4 e+CH} —»CH, +H, 0.06 - 1.17°° ( *,‘30 ) 8.060 [63]
0.66
N, (W'3) 736 1341 D5 e+CHf — CH+H,+H 023117 (%) 3675  [63]
N,(B'3) 8.16 [34] T 035
D6 e+H,0* - OH+H 020-63x 107 ( %0 ) 8.858 [64]
A3 e+N, = ¢+ Ny(d) N, (@) 8.40 [34] o (300 \F
2 D7 H,0" - O+H 0.09-63x 1077 (32 8.670 64
N, (al) 8.55 [34] eribyT = O <107 (3 )035 (e
N, (wl) 8.89 [34] D8 e¢+H,0" = 0+2H 0.71-63x 1077 (? ) 4.150 [641
08 °
+ -7 ( 300
Ad 4N, » e+ N,(C) N,C3) 11.03 (341 D9 ¢+CO! - CO+0 6.5% 10 (n ) 8.188 [65]
N,(E3) 11.89 [34]
A5 e+N, = e+ N, N, (1) 12.25 [34] Table B.5
N, (SUM) 13.00 [34] Optical Transitions; any energy released is assumed to radiate out of the system.
No. Equation Rate (s™!) Ref
A6 ¢+0;>e+0+0 8252'20;/\;) g'gg E;} El Ny(B) = Ny(A) + hv 134 % 10° [50] table 9.1
(8. . .
0,997 eV) 0.7 (37] E2 N,(C) = Ny(B) + hv 2.45%10 [50] table 9.1
A7 e+CH, »e+CH; +H  CH,(7.90 eV) 7.90 [38]
A8-15 e+ N, > e+ N,(v) Ny(v=1-8) 0.290 [34] za}?e. B'61 hine of N. el icall ited
A16-19 e+ 02 S+ 02 OZ(U —1-4 0.190 371 ollisiona: Quenc mng o N2 electronica y excited states.
A20 e+CH, —» e+ CH, CH;(0.159 eV) 0.16 [38] No.  Equation Rate (cm’s™')  E, (eV)  Ref
CH;(0.37 eV) 0.37 [38] F1I  Ny(A)+0, > N, +20 25% 10712 1.004 [35] eqn 100
F2 N,(B) +0, = N, +20 3.0x 10710 2.184 [50] table 9.3
F3  Ny(@)+0, =N, +20 2.8% 10711 3.234 [50] table 9.3
F4  Ny(O)+0, =N, +20 3.0x 10710 5.864 [50] table 9.3
F5  Ny(A)+0 - N, +0 2.1x107! 6.170 [50] table 9.3
Table B.2 F6  N,(A)+N, - 2N, 3.0x 10716 6.170 [50] table 9.3
Electron Impact Ionization. F7  Ny(B)+N, = 2N, 2.0x10712 8.160 [50] table 9.3
- F8  Ny(B)+N, = Ny(A) +N, 3.0x 107! 1.990 [50] table 9.3
No. Equation Threshold (eV) Ref F9  Ny@)+N, = Ny(B) +N, 1.9% 10 240 [50] table 9.3
B1 e+N, = 2¢ + NI 15.60 [34] F10  N,(O)+N, - N,(@) +N, 1.0x 1071 2.630 [50] table 9.3
B2 e+0, = 2e+0f 12.06 [371 FI1  Ny(A)+Ny(A) » Ny(B)+N,  3.0x 10710 4.180 [50] table 9.3
B3 e+ CH, — 2e + CH; 12.90 [38] F12  N,(A)+N,(4) - N,(C) + N, 1.5%x 10710 3.940 [50] table 9.3
B4 ¢ +H,0 - 2¢ + H,0* 13.76 [38] F13 N,(A)+CH, > CH; +H+N, 33x10715 1.614 [49]
B5 e+ CO, — 2¢+CO} 13.70 [38] F14 N,(B)+CH, »CH;+H+N, 3.0x1071° 2.794 [66]
F15 N,(@)+CH, » CH;+H+N, 52x1071° 3.844 [67]
F16 N,(C)+CH, » CH,+H+N, 50x 1071 6.474 [491
Table B.3 Table B.7
Three Body attachment. Charge Exchange Reactions.
No.  Equation Rate (cm’s™!) E,, (V)  Ref
Gl N/ +0,-0'+N 6.0x 10711 (300 " 3540 [50] pg 179
No. Equation Rate (cm®s™!) E,, (eV) Ref 2 O = O 4+ Ox f) ) pg
- G2 N} +H,0->H,0"+N, 23x10™° 1.840 [50] pg 179
G5 24N, >etN, 15.60 G3  H,0'+0,->0f +H,0 43x107° 1.700 [50] pg 179
2e+0; > et 0, L 1206 G4 CO}+0,-0f+CO,  53x107" 1.640 [68]
2¢ + Hy0* — ¢ + H,0 7.0% 10720 (2 ) 12.90 [50] pg 140
2e+CO} — e+ CO, 13.76
2+ CH] — e+ CH, 13.70 Table B.8
Rates for quenching of N, vibrational states in Egs. (B.1) and (B.2).
C6-10 e+M+N! > M+N, 15.60 M K (em's ) Ref
e+ M+0! > M+0, 12.06 . -
15 12 -1/3 _ 3400
e+ M+H0" > M+H,0 60x1077(2)" 1290  [50] pg 140 N 78X 10RT exp (2187, 460907, ) [1—exp (<52 )| 1501 pg 105
e+ M +CO; - M +CO, ‘ 13.76 H,0 2.5x107"°T, exp (-21.187; '/ [50] pg 105
e+ M +CHF - M +CH, 13.70 0 12x10Bexp (—27.6T;”") [50] pg 105
0O, k':o assumed by [51]
15 -1/3 —3400
CH, 54x1075T, exp (—4445Tg )[1 —exp(T)] [52]
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