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Given the increasing residential Internet use, a thorough understanding of what services are used and how
they are delivered to residential networks is crucial. However, access to residential traces is limited due to their
proprietary nature. Most prior work used campus datasets from academic buildings and undergraduate dorms,
and the few studies with residential traces are often outdated or use data unavailable to other researchers. We
provide access to a new residential dataset—we have been collecting traffic from ~1000 off-campus residences
that house faculty, postdocs, graduate students, and their families. Although our residents are university
affiliates, our dataset captures their activity at home, and we show that this dataset offers a distinct perspective
from the campus and dorm traffic. We investigate the serving infrastructures and services accessed by the
residences, revealing several interesting findings: peer-to-peer activity is notable, comprising 47% of the total
flow duration; third-party CDNs host many services but serve much less traffic (e.g., Cloudflare hosts 19%
of domains but only 2% of traffic); and 11 of the top 100 services that have nearby servers often serve users
from at least 1,000km farther away. This broad analysis, as well as our data sharing, pushes toward a more
thorough understanding of Internet service usage and delivery, motivating and supporting future research.
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1 Introduction

Residential Internet usage has rapidly increased and morphed in some regions [89], driven by the
penetration of broadband home Internet, adoption of Internet-based entertainment, the plethora of
Internet-connected devices in many homes, and more people working hybrid jobs in the aftermath
of COVID [87]. Given the importance of residential Internet, it is crucial to thoroughly understand
which services users access and how they are delivered, as well as to enable future research.
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In general, the community lacks access to open residential traces. Prior studies issued active
measurements to map serving infrastructures of large providers [34, 42, 46, 57], but they lacked
visibility into how traffic was delivered from the mapped infrastructures. Other studies collected user
traffic via crowd-sourcing [28, 61, 91, 95, 96, 99], but what could be measured was limited since they
required explicit action from participants who deployed the kits. These datasets usually included few
users (~100 households) and were hard to scale and maintain. Most datasets available to researchers
were from campus networks and captured behavior in undergraduate dorms, classrooms, and offices
[33, 45, 54, 58, 63, 64, 71, 82, 86, 101, 108]. As we show in §3.1.1, even with dorms, on-campus traffic
still differs from off-campus residential usage.

Studies using industry traces illustrated the serving infrastructures from their perspectives
[44, 93, 104, 107], but they may not apply to services beyond those offered by those providers. Some
reports showed global service usage patterns [27, 78, 79, 90], but they did not offer peer-reviewed
methodologies and usually lack details. A few academic papers used traces from residential networks
[28, 53, 54, 80, 84, 100], but they often did not provide a broad understanding of the Internet use
and are now outdated. Further, the datasets were not available to other researchers, limiting the set
of questions answered.

One of our key contributions lies in our continuing collection of traffic traces from approximately
1000 off-campus residences of Columbia University, a dataset we will share with other researchers
for studies that have undergone IRB review and follow our Acceptable Use Policy. These off-
campus residences are not undergraduate dorms, classrooms, or offices, but rather house graduate
students, faculty, and their families. Even though our residents are university-affiliated, our dataset
is residential, capturing Internet usage at homes. While our network differs from many regular
residential networks operated by large commercial ISPs, our dataset remains a valuable new source.

We have collected anonymized packet traces from 400+ residential apartments four hours per
day for over three years and ~1000 residences since the beginning of 2024, with plans to scale up
further. To the best of our knowledge, this is the residential dataset with the most residences and
the highest level of detail ever shared. In §3, we discuss the details of our data collection, sharing,
and the limitations and representativeness of our dataset.

Another key contribution is to present a detailed, broad view of Internet service usage and delivery
for the off-campus residential network. Although some observations mainly uphold the conven-
tional wisdom and are not surprising, we see value in verifying and quantifying the community’s
understanding, and some results suggest subtle but important differences from our expectations.

e In §4, we explain our methodology for associating flows with services and for classifying
remote hosts. While our methodology builds on prior work [28, 37, 50], our novelty lies in
our use of temporal correlation via clustering.

e In §5, we investigate the serving infrastructure accessed by our users and discover that (1)
peer-to-peer activity accounts for 5% of the total traffic volume and 47% of the total flow
duration, due in large part to both file sharing and videotelephony; (2) third-party CDNs
host many services but amount to less traffic than we expected (e.g., Cloudflare hosts 19% of
domains but only 2% of traffic); (3) some popular services with nearby servers often serve
users from much more distant servers—11 of the top 100 services use servers whose average
distance (weighted by user traffic) is 1,000 km farther than their closest ones; and (4) the
majority of traffic is steered by DNS over UDP to unicast IP addresses, but many connections
(14%) use expired DNS records, which may affect a CDN’s ability to update paths in the
face of failures, overload, or performance changes. Moreover, we observe changes in the
serving infrastructure over time—the decommissioning of Akamai cache servers hosted in

Proc. ACM Meas. Anal. Comput. Syst., Vol. 9, No. 2, Article 41. Publication date: June 2025.



Internet Service Usage and Delivery
As Seen From a Residential Network 41:3

Columbia’s provider and the reduced use of Lumen (aka Level 3) CDN—highlighting the
value of our continuing collection.

e In §6, we study the usage of service and service-types. Our results confirm the intuitive
understandings that (1) different metrics of service activity can lead to different service
popularity (e.g., iCloud accounts for half the traffic volume of YouTube but three times
the flow duration), suggesting that the widely used DNS-based top lists [68, 105] may not
fully reflect popularity with respect to traffic or duration; and (2) even small variations in
demographics lead to service usage differences as large as the differences in usage across
continents. To the best of our knowledge, no other prior work has thoroughly quantified these
differences using open methodologies. Moreover, we observe changes in certain services
or service-types over both short and long timescales. We also provide a case study on the
performance of two very popular Netflix live streaming events, demonstrating that we can
infer key performance differences from encrypted traffic and gain insights into service
performance. These results highlight the value of our dataset in assessing service popularity
and monitoring events, enabling researchers to evaluate their designs in a more realistic and
up-to-date context.

Lastly, we summarize the key insights from our findings and the potential uses of our dataset
in §7. We will continue our collection, and the latest information about our dataset can be found
in: https://wimnet.github.io/CUResidential/ [24]. With our broad analysis and sharing of our
residential traces, we hope to enhance the understanding of Internet service delivery and support
future research.

2 Motivation and Related Work
2.1 What We Study: Goals and Non-Goals

Our goal is to provide a thorough understanding of modern Internet use in a residential network:
(1) How is traffic served from various serving infrastructures (content delivery networks,
clouds) to our users? What types of remote hosts exchange traffic with our users? Which service
providers serve our users, and do they use 3rd-party infrastructures? How far away does traffic
come from? How are our users steered to servers via DNS? By answering these questions, we hope
to help researchers better understand edge networks and their relationship with service providers.
(2) What services are accessed by our users? An updated understanding of service usage is
important in the post-COVID era, as more people work remote and hybrid jobs. While industry
reports exist [27, 90], we aim to provide a complementary view with open, detailed methodology
and data. This view can highlight services that need further study, and researchers can also request
our dataset to investigate emerging applications.
(3) How does the usage of serving infrastructures and services change over time? This
question sheds light on temporal trends, and our dataset also enables tracking of future changes.
We also clarify what our goals do not include:
We intentionally choose to not focus on a specific protocol or service. Instead, we present a
broad overview of one residential network, enabling us to tie together insights from prior studies
that used various traces and examined more focused problems. We also use this broad understanding
to introduce our dataset and its potential uses, encouraging researchers to use our dataset for
in-depth investigations.
We do not claim that our dataset represents all residential networks. While our traces
include the home Internet use of children and adults with no university affiliation besides familial,
we acknowledge that our dataset differs from those of other regions or other user types. However,
given the limited access to residential data, our study is still useful to the community.
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2.2 Comparison with Existing Studies

Given the diversity of networks, services, and users, it is nearly impossible to have a complete
understanding of Internet service usage and delivery. Building such a thorough view would require
data from most service providers, which is usually proprietary and not shared with researchers.
Despite this challenge, researchers have greatly advanced our understanding of Internet usage
through available datasets. Each dataset has a unique but limited view, as does our dataset. Together,
they tell a more complete story than any individually. This section compares our work with existing
studies to show how our analysis and dataset contribute to the community’s understanding.

Four main approaches exist among the prior work:

(1) Researchers issue active measurements to understand service delivery. Some studies map
serving infrastructures and interconnections of large providers [34, 42, 46, 57], and some studies
analyze the reliance of services on 3rd-party CDNs [26, 72]. However, with active measurements, it
is difficult to interpret how much the serving infrastructures are used. For example, these studies
can identify the existence of a CDN server in a user network, but they cannot measure how often
users are served from it. While our study also investigates serving infrastructure, it relies on passive
traces, enabling us to capture the volume of traffic traversing serving infrastructures.

(2) Researchers also collect data from residential users via crowd-sourcing [61, 95, 96, 99],
which asks volunteers to deploy a measurement script, device, or application to record traffic
statistics. The small scale (normally less than or around 100 households) of those experiments
suggests how these approaches can be difficult to scale. It is also hard to maintain users and funding
over time to enable long-term collection. In contrast, our dataset includes ~1,000 households, and
our data collection is continuing.

(3) Most commonly, academic researchers collect data from campus networks [33, 45,
58, 63, 64, 71, 82, 86, 101, 108]. The campus networks primarily represent the Internet usage of
undergraduate dorms, classrooms, and offices. A large portion of the traffic is not residential, and the
dorm traffic only reflects the devices and activities of undergraduate students. These studies (except
one [101]) did not separate dorm traffic from academic traffic (and potentially could not do so for
configurations similar to our on-campus WiFi network, where IP addresses are assigned randomly).
Our dataset exclusively captures traffic from off-campus residents (including faculty and family).
As shown in §3.1.1, our dataset differs greatly from campus datasets. Moreover, these studies often
did not share their datasets and focused on specific services (e.g., TCP or video conferencing apps),
whereas our study provides a detailed breakdown of the top services accessed by users.

(4) There is limited visibility into residential networks. Industry leaders occasionally pub-
lish studies about their serving infrastructure [41, 44, 93, 104, 107]. Our study is not limited to
hypergiants and thus complements these studies.

Researchers and companies leverage data collected by monitoring software and platforms from
ISPs [39, 53, 54, 78—80, 84, 90, 100]. One set of researchers used to collect traffic traces from a
grant-funded residential network [28, 91]. However, such datasets are often one-off, not available to
most researchers, and could be made unavailable at any time. As the residential buildings belong to
our university and our collection is not tied to a particular grant, we plan to maintain our ongoing
collection campaign.

Table 1 compares our study with existing work using residential traces (but not work using
other approaches, such as the active measurements, crowdsourcing, academic traces, or CDN data
discussed above). Many prior studies investigate a relevant but different research question: they
focus on a particular protocol, CDN, traffic demands, etc. [28, 39, 53, 54, 84, 91]. While Labovitz
et al. (2010) [80] and Trevisan et al. (2018) [100] examine both serving infrastructure and service
usage, our analysis differs from theirs. For example, Labovitz et al. did not study latency to servers,
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Paper (Year) Key Similarities ‘ Key Difference(s) Open Data?
Our studies Study serving infrastructure and service usage over time Yes
Sargent  (2014) | Study top services Focuses on TCP performance; Small | No (collection
[91] scale (100 residences) has ended)
Allman  (2020) | Study DNS protocol Only focuses on DNS; Small scale (100
[28] residences)

Labovitz et al. | Study serving infrastruc- | Outdated; Only has traffic flow sam- | No
(2010) [80] ture and service usage ples but not DNS domains; Does not
study 3rd-party dependency, latency to
servers, DNS steering, or service usage
across demographics
Labovitz  talks | Similar to Labovitz et al. | Opaque methodology; Limited details | No
(2019, 2020) | (2010) (short talks)
[78, 79]
Sandvine Report | Study service popularity | Opaque methodology; Does not study | No
(2023) [90] serving infrastructure
Feldmann et al. | Study the traffic shifts | One-off; Focuses on the effect of the | No
(2020) [54] over time pandemic lockdown on traffic; Exclude
traffic from certain popular providers;
Does not study 3rd-party dependency,
latency to servers, DNS steering, or ser-
vice usage across demographics
Blendin et al. | Study CDN Only focuses on Apple CDN No
(2018) [39]
Trevisan et al. | Study serving infrastruc- | Outdated; Focuses on the changes in the | No
(2018) [100] ture and service usage serving infrastructure and services (e.g.,
does not study 3rd-party dependency,
DNS steering, or service usage across
demographics), while we provide a fine-
grained view of how services are deliv-
ered
Feamster et al. | Study uF1hzat1on of inter- Does not study at the level of services Only
(2016) [53] connections aggregated
Liu et al. (2021) | Study traffic demands and statistics of
[84] latency over time interconnections

Table 1. Comparison with existing residential Internet studies

and Trevisan et al. did not investigate dependency on 1st-/3rd-party CDNs. Additionally, these two
studies were one-off and conducted pre-pandemic, whereas the Internet is ever-changing, making
it important to continually refresh our knowledge. The Sandvine report [90] and the Labovitz
talks [78, 79] are more recent, but they use opaque methodology and lack details. In summary, our
key contribution is to provide an updated, detailed understanding of serving infrastructure and service
usage in a residential network, as well as making new data available to researchers upon request on

an ongoing basis.

3 Data Collection and Sharing of a New Open Residential Dataset

In this section, we provide details of our dataset, data collection method, dataset limitations and
representativeness, and data sharing plan.
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3.1 A New Open Residential Dataset

To address the limited visibility into residential networks in academia, we leverage an unusual
aspect of Columbia University: most faculty and their families live in university-owned off-campus
apartments, as do many postdocs and graduate students. Unlike campus networks that primarily
provide WiFi connectivity to classrooms and dorms, these off-campus apartments provide Ethernet
access to individual bedrooms and units, resembling the setting of typical residential buildings.

We have been collecting residential traffic of university affiliates from 943 residences in 28
off-campus apartment buildings. We will also make the data available upon request for studies
that have undergone IRB review (see more details in §3.4). The buildings accommodate different
resident types: (1) graduate students (mainly PhD students and, in some cases, their families), (2)
postdocs, and (3) faculty (and a small number of staff) and their families. Among the 28 buildings,
11 only house graduate students, 11 only house faculty and their families, and 6 house different
types of residents. We refer to this network as our network, residents living in those buildings as
our users, and addresses outside Columbia’s network as remote hosts. To reduce university-related
effects, we exclude traffic to or from destinations owned by Columbia (<1% of traffic).

3.1.1 Our network is significantly different from campus networks. Since our users are
university-affiliated, one may wonder if our dataset is similar to campus datasets. For the comparison,
we collect 7 days (March 21-27, 2024) of NetFlow (v5) at the campus border routers. We divide traffic
into three categories: (1) on-campus academic buildings and undergrad dorms, (2) all off-campus
residential apartments (144 buildings, 6687 units), and (3) off-campus residential apartments within our
dataset (28 buildings, 943 units). Note that (3) is a subset of (2), as our IT department only provides
continuous access to traffic from the subset of apartments. We cannot differentiate between academic
buildings and undergrad dorms because both use the on-campus WiFi network, which assigns and
rotates IP addresses randomly. Other campus networks may experience the same issue, making it
hard to isolate the traffic of dorms from available campus datasets [33, 45, 58, 63, 64, 71, 82, 86, 108].
We use RouteViews [5] and ASRank [2] to identify organizations that host remote hosts. For the
top 50 organizations which contribute 90% of traffic for all off-campus residential data, we compute
the percent of traffic from/to each organization for each category.
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Fig. 1. Columbia University’s on-campus network differs from its off-campus residential network, as the
R-squared value for fitting the blue dots to the line y=x is 0.4. A subset of the residential network that we
have access to is similar to the entire residential network, as the R-squared value for fitting the purple stars
to line y=x is 0.7.
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Off-campus residential traffic significantly differs from on-campus traffic: We plot a blue point in
Fig. 1 for each organization, with the X-coordinate being the percent in all residences (category 2)
and the Y-coordinate being the percent in campus data (category 1) . If an organization serves a
similar portion of traffic in both datasets, the corresponding point should be close to the line y = x.
But, the data for the top 50 organizations does not fit well with the line y = x, as the R-squared value
is only 0.4. Most traffic is served by organizations that differ greatly between the two datasets—for
example, Apple serves 6% of the campus traffic but 17% of the residential traffic, and Amazon serves
29% of the campus traffic but only 15% of the residential traffic. This result shows large differences
between our university’s residential network and on-campus network.

Our subset of residences is similar to the university’s entire residential network: We also plot a purple
star in Fig. 1 for each organization, with the X-coordinate being the percent of traffic from/to the
organization for all residences (category 2) and the Y-coordinate being the percent of traffic from/to
the organization for our subset of residences (category 3). The data for the top 50 organizations
fits with the line y=x with an R-squared value of 0.7. This suggests that our subset of residences
displays similarities to the university’s entire residential network and is thus distinct from our
campus traces (and likely most campus traces).

3.2 Data collection and anonymization pipeline.

Fig. 2 shows the topology of our residential network. Shared graduate student apartments have one
Ethernet port per bedroom, while other apartments have one Ethernet port per apartment. The
ports connect to a switch in the residential building, which connects to an aggregation switch and
then to the Internet via the campus network and a few providers. The aggregation switch mirrors
both traffic to and from our residential buildings over 2x10Gbps dedicated fiber to a server in our
nearby lab. Since Columbia has not deployed IPv6 in these buildings, we only study IPv4 traffic.
On the server, our pipeline uses gulp [92] to capture packets in the pcap format. It uses tshark
[7] to extract useful fields from unanonymized packets, such as TLS SNI and DNS A record. For
domain names, it only keeps the last three suffixes (i.e., for domain a.b.c.d, we only keep b.c.d).
After saving useful fields into csv files, our pipeline anonymizes the privacy-sensitive fields (i.e., IP
addresses and MAC addresses). For IP addresses outside the university, it does not anonymize them;
for IP addresses within our residential buildings, it fully anonymizes them with the Crypto-PAn
anonymization scheme [106], but it also retains the building IP subnets for demographic information
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Fig. 2. Our network topology and data collection pipeline. NYSERNet is a Regional Research/Educational
Network, and it hosts Netflix cache servers.
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(i.e., we know the originating buildings and which packets come from the same unit in a capture,
but we do not have IP addresses of the units); for non-residential university IP addresses, it keeps a
university subnet. Our pipeline only keeps the Vendor ID unanonymized for MAC addresses. Our
pipeline then discards the payload after layer 4 with DagScrubber [17]. After anonymization, it
uploads the pcap and csv files to the cloud and deletes the original files.

This work appropriately addresses ethical issues (see more details in Appendix A.1.1). Our data
collection/anonymization pipeline follows established practices [73], was approved by Columbia’s
IT, and received formal review and was declared exempt by our Institutional Review Board (IRB) as
it is not human-subjects research. Our pipeline anonymizes privacy-sensitive fields and discards
personally identifiable information. We do not identify any human or study network usage below
the level of buildings.

Due to slow processing speeds and limited storage, we collect traffic for four hours per day. To
cover user behavior across different times of day, we space the collection intervals six hours apart.
Specifically, we run the pipeline every six hours: we collect DNS packets to/from the buildings
for the entire six hours and unsampled raw traces within the final hour of the six-hour period.
Collecting longer DNS traces enables us to map traffic to DNS domains and then to services, even
when the DNS response for a flow was cached at the start of our traffic trace collection. We rotate
the anonymization key at the end of the period so that one cannot track the long-term activity of a
particular unit. We have purchased advanced hardware and plan to scale up to more hours soon.

In January 2022, we started our data collection for more than 400 residences for four non-
consecutive hours a day. At the beginning of 2024, we scaled up our dataset to 943 apartments.
While we collect a long-running feed, we use the traffic collected to/from the 943 apartments from
January 2-26, 2024 as our main dataset for analysis.! Our pipeline observes an average of 305GB of
traffic and 217 million packets per hour. We justify in Appendix A.3 that we have sufficient days
and units for usage trends to converge, and we refrain from using a longer snapshot to limit the
impact of changes in user behavior or apartment turnover.

3.3 Data Limitations and Representativeness

We acknowledge the limitations of our data collection. Our users are affiliated with one university
and one geographic location, creating biases based on these factors. Our dataset only captures the
usage of ~1000 residences. Our pipeline only collects 4 hours a day. These limitations mean that
specific details of our datasets and analyses, such as exact quantitative results, may differ from
those observed in other residential networks.

Despite these limitations, our study and our data sharing remain valuable to the community,
especially given the challenges of accessing residential traces. Our dataset has 10x more residences
than some very useful prior studies [28, 91], and we show that we have enough units for some service
usage trends to stabilize (Appendix A.3). Given the rise of high-capacity fiber-to-the-home networks
[35], the speeds provided to our users are now more typical in residential settings. We also expect
that many of our high-level observations are likely to generalize to other user networks, as many
trends of Internet usage hold widely, and content providers typically design their deployment and
serving strategies based on aggregated user demands. Analyzing the generalizability of our results
is an interesting future direction, and our data sharing supports it. Our ongoing collection, coupled
with our plan to scale up to more hours and more units, will provide us and other researchers the
ability to identify trends over time and emerging Internet behavior.

'We miss data for 10 faculty buildings from Jan 10-18 due to a fiber cut.
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3.4 Providing access to our existing and future data

We are allowed by Columbia’s IT and Institutional Review Board (IRB) to share the datasets with
external researchers. While we did not talk about data sharing in the original IRB protocol, we
confirmed with our IRB and were informed no further review is required at our institution to
share the data because it was deemed non-human-subjects. To protect user privacy and prevent
de-anonymization, we will only share data with other researchers after they obtain their own
IRB’s approval or exemption and they agree to our Acceptable Use Policy (see more details in
Appendix A.1.2). These researchers will have access to a longitudinal residential dataset and our
future collections, which are not easily available within campus networks and need significant
efforts to collect.

We have been collecting since the beginning of 2022, keeping both the anonymized packet-level
data (114TB) and the processed flow-level data used for analysis (609GB). We will keep running
our data collection and make the new data available. The dataset description and metadata, along
with the instructions on requesting our data access, are available on our project website [24]. We
further discuss the potential uses of our datasets in §7.

4 Methodology

Our methodology analyzes traffic at flow level. (We will use the terms flow and connection inter-
changeably.) We group packets with the same 5-tuple in the IP header (transport protocol, source
IP, destination IP, source port, destination port) into a flow. We develop approaches to map traffic
to services and to classify remote hosts into servers, unauthorized devices, and peer-to-peer users.

4.1 Mapping Flows to Services

Pair flows with domains. For each flow, we leverage the DN-Hunter algorithm [28, 37] to identify
the most recent DNS packet that meets the following criteria: (1) the flow IP and the DNS IP on
the client end should be the same, and (2) the flow IP on the remote end should match the DNS
A record. For every one-hour capture of traffic, we search the DNS records collected within the
last six hours (including the hour of capture) for matched domains. Only 1% of traffic is mapped
with DNS packets more than two hours ago. We also conduct an experiment in which we pair a
one-hour capture with a week’s collection of DNS packets, but it hardly adds any new matches
compared to using 6 hours of DNS records. Therefore, we think six hours is sufficient for an hour
capture of traffic. For TLS flows, we also associate the flow with its TLS SNI field. For each flow we
have a single (DNS, SNI) domain tuple, either of which may be blank. We do not use reverse DNS
for service mapping, as many IP addresses host multiple services under different DNS names, and
the domain returned by reverse DNS is not necessarily the one requested by our users.

Annotate flows with corresponding services (e.g., Netflix, Prime Video). Our mapping is based on
DNS domains, SNI domains, ports, destination IP addresses, and transport protocols. Many services
are composed of multiple flows, often to different domains. To improve the mapping rate, we use
clustering to learn the temporal correlation between flows. We apply the following steps in order.
The details (e.g., mapping keywords, ports, ASes) can be found on our project website [24].

Step 1. Map with keywords within (DNS, SNI).For example, domains with ‘nflx’ are likely Netflix
traffic. We compile a list of around 200 keywords for 150 popular services, building off a list in the
public traffic inspection tool nDPI [50]. Using these keywords, we map 73% of traffic (by volume)
to a service.

Step 2. Map with clusters of (DNS, SNI). For traffic with a (DNS, SNI) but without a matching
keyword, we use an unsupervised learning approach to match it. Our intuition is that multiple
domains for a known service are often accessed close in time.
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For each pair of (DNS, SNI) pairs (including those with matching keywords) X and Y, we compute
a correlation as follows: we count the number of times in our traces that X and Y occur within a
configured time threshold of each other, the number of times X occurs but not Y, and vice-versa.
We convert these three features into a numeric correlation via heuristically chosen linear weights.
The linear map is the same for all (DNS, SNI) pairs. We then cluster (DNS, SNI) pairs using the
Louvain method [40].

Clusters consist of (DNS, SNI) pairs with either known services (via keywords) or unknown
ones. For each cluster, we identify the most popular service by the associated traffic volume and
compute a confidence score as the fraction of traffic associated with the most popular service. For
example, if a cluster has 85% Netflix traffic and 15% unknown traffic, the confidence score would be
0.85. We map the unknown traffic to the most popular service if the confidence score for the cluster
is > ¢, a global confidence parameter. We choose ¢ = 0.6 as it offers a good tradeoff between mapping
more unknown traffic and being confident that our methodology is correct. On a validation set
constructed using keyword mappings (Step 1), ¢ = 0.6 leads to 90% of traffic being mapped correctly.
This unsupervised (DNS, SNI) to service mapping maps an additional 6.4% of traffic to a service.

Step 3. Map with transport protocol, destination AS, and port. For flows with a (DNS, SNI) where
both domains are blank, we manually classify the traffic into a service based on transport protocol,
destination AS, and transport port. For example, traffic to destination AS 8075 on port 3480 is
likely Microsoft Teams traffic according to public documentation [13]. Using these rules, we map
an additional 4.3% of traffic to a service, leading to a total of 83.7% of all traffic mapped.

Step 4. Map all other traffic to its own service. For flows with a (DNS, SNI)where either is nonempty,
we let that (DNS, SNI) be the service. Otherwise, we let the associated destination AS, port, and
protocol be its own service.

Associate each service with a high-level “service-type” (e.g., video, social media). We use the
service-types from the Sandvine report [90]. Sandvine’s methodology is opaque, and so this process
introduced some uncertainty as some services could potentially map to multiple service-types (e.g.,
FaceTime could map to communication or video, and we map it to video).

Evaluation and limitations. Our domain clustering identifies keywords we did not think of. For
example, the unsupervised approach mapped aka.warnermediacdn.com to Paramount+. Moreover,
our choice of the clustering parameter achieves 90% accuracy on a validation set, which was sampled
from traffic with keyword mappings (Step 1).

We acknowledge that our mapping from flows to services may be incorrect or incomplete in
some dimensions. Some domains may be used for one service one time and another service another
time, but the clustering may associate them with the most popular service. The technique also
cannot identify new services that we did not think of.

4.2 Classifying Remote Hosts

A remote host can be a server that delivers traffic for a service. It can be a P2P user that establishes
connections with our users for peer-to-peer (P2P) traffic. It can also be an unauthorized device
that attempts to connect to our users by sending unsolicited traffic, due to scanning, attacking,
or misconfigurations. We refer to these devices as unauthorized devices because the traffic is not
initiated by users. We consider the servers and P2P users as authorized devices. Our classification
of remote hosts is conservative in labeling unauthorized devices and P2P users. We describe our
methodology as follows and then discuss its evaluation and limitations.

Step 1. Identify servers if one of the criteria below is met: (1) There was ever a flow with the remote
host that was paired with a DNS record; (2) The port used by the remote host was ever 80 or 443; (3)
The remote host is identified as an off-net server (i.e., appliances deployed by large providers within
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user networks) by Gigis et al. [57]; (4) The remote host is within the networks of large content
providers, clouds, and CDNs.

Step 2. Identify unauthorized devices. When sending unsolicited traffic, an unauthorized device
generally should not elicit a response, but it may occasionally succeed at eliciting one. We say
remote hosts that do not generate a response 90% of the time they contact a host in our network
are unauthorized devices.

Step 3. Identify P2P users based on three properties of P2P:

(1) Peers tend not to be accessed through DNS. We deem the remote hosts once paired with
domains unlikely P2P users.

(2) Peers tend to be human users. We leverage two existing datasets that record IP prefixes with
web activity. One dataset comes from a previous paper that identifies web clients by issuing non-
recursive DNS queries to recursive resolvers for popular domains from prefixes [70]. A successful
DNS reply indicates that the prefix has performed a recent DNS lookup, suggesting that the prefix
hosts web clients. We also tabulate prefixes that launched speedtests from a Google search page in
January 2023 [59], as these prefixes likely represent web clients which are likely human users.

(3) Peers tend to use non-privileged, high-numbered ports. P2P traffic normally does not have
dedicated port numbers and uses ephemeral OS-assigned ports instead, which are automatically
and dynamically assigned within a predefined range of port numbers by operating systems. Further,
many P2P peers are behind NATSs, which assign ephemeral ports. Various systems and standards
share different port ranges. RFC 6056 suggests a range beginning with 1024 [81], which is used by
some OSes. So, we treat ports > 1024 as a signal.

Overall, for us to label a remote host as P2P user, it must meet all the following criteria: The
remote host was never seen in a DNS answer, does not use a system/well-known port (0-1023),
does not belong to a hypergiant or similar AS that predominantly hosts server-based services, and
has its prefix identified as hosting web clients by one of the existing datasets.

Step 4. Label the remaining traffic as uncertain.

As our goal is to understand services and serving infrastructure accessed by users, our analysis
in the following sections considers only traffic from/to authorized devices, except when discussing
the classification results of remote hosts (§5.1).

Evaluation and limitations. While it is difficult to find a ground truth dataset for P2P applications,
we evaluate our method by comparing our classifications of traffic on ports known to be used by
BitTorrent (TCP ports 6881 to 6889) and FaceTime (UDP ports 16384-16387 and 16393-16402) [11, 25].
Our method checks for ports > 1024 but does not classify based on specific port ranges, yet it
classified 97% of traffic for the BitTorrent and FaceTime port ranges as P2P. BitTorrent and FaceTime
running on the known ports account for 28% of the classified P2P traffic. An additional 15% of the
classified P2P traffic uses port numbers that are registered for P2P calls, file transfers, or remote
control [6]. Our results also align with our intuition that P2P may result in a larger fraction of
outgoing traffic (i.e., from users to remote hosts) than other types of connections (Appendix A.4).

Moreover, many hosts that our method classifies as unauthorized devices are confirmed by an
online database of abusive IP addresses [1] (Appendix A.4). It reports 58% of a random sample of
our unauthorized devices as sources of scans, spam, or abuse. The remaining may be due to IP
addresses not being abusive or because we study different datasets.

Our classification of remote hosts may also be incorrect or incomplete for multiple reasons.
While we use port 80 and 443 to identify servers, scanners may also use these ports to bypass
firewalls. We use existing datasets that capture web clients [59, 70], which may be incomplete. We
also rely on the assumption that web clients are highly likely to be human users, which may be
flawed. Moreover, applications can be configured in a way that does not align with the standard

Proc. ACM Meas. Anal. Comput. Syst., Vol. 9, No. 2, Article 41. Publication date: June 2025.



41:12 Shuyue Yu et al.

i
o
o

%RemoteHosts
%Flows

%TrafficVolume
%FlowDuration

il

Percent (%)
N w
v o

o

Servers Unauthorized Devices  P2P Users Uncertain
Category

Fig. 3. Breakdown of remote hosts by each category, along with associated flows, traffic, and flow duration.
P2P users contribute only 5% of traffic but 47% of flow duration.

settings. For example, P2P applications can choose to use ports below 1024 (e.g., DC++, a P2P file
sharing client, uses port 411). Addressing these limitations is an interesting avenue for future work.

4.3 Latency, Organizations, and Off-nets

We use scamper [85] to conduct ping measurements from a wired device in Columbia University
to remote hosts seen in our traces. We probe the hosts 10 times non-consecutively and take the
minimum of 10 ping round-trip times (RTTs) to approximate propagation delay. To avoid sending
a significant amount of traffic, we rank the targets by traffic volume and measure only those
contributing to the top 99.9% of traffic. We also limit the target packets-per-second rate to 10000.
Additionally, we use RouteViews [5] and ASRank [2] to identify the organization that owns the
remote host of a connection. We use an existing dataset from prior work to identify off-nets [57]—
appliances within other networks owned by hypergiants [42, 102]. We also geolocate remote hosts
using HOIHO [18], RIPE IP Map [52], and custom reverse DNS keywords matches. (More details
will be covered when we discuss the related analysis.)

5 Serving Infrastructure

Serving infrastructure deployments impact how efficiently and reliably users can access services.
Simply measuring where hypergiants deploy their servers (as some prior studies have done [42, 57,
88]) is insufficient to infer traffic patterns—a rich understanding of the role of serving infrastructures
requires associating infrastructures with the user traffic they deliver. In this section, we investigate
key aspects of the serving infrastructures that our users access: the categories of remote hosts
(§5.1), the organizations hosting services (§5.2), the locality of services (§5.3), and the mechanisms
steering users to servers (§5.4). We discuss the insights learnt from our analysis in §7. We present
analysis only on the main dataset for clarity, as findings remain the same unless explicitly specified.

5.1 What Are the Remote Hosts?

We classify the remote hosts accessed by our users as servers, P2P users, and unauthorized devices
(see the methodology and evaluation in §4.2). Fig. 3 shows the percent of total flows, traffic, remote
hosts, and flow duration for each class of remote host. We do not compute total flow duration for
unauthorized devices, as the vast majority of those cases are probing/scanning traffic.

Observation 1: The popularity of remote host categories differs greatly by traffic volume,
flow count, flow duration, and DNS query count. P2P use contributes 5% of traffic and 47%
of flow duration, likely caused by both file sharing and videotelephony.

Servers (7% of remote hosts) account for 93% of traffic, and web servers (i.e., those that deliver
traffic via port 80 or 443) account for 91% of traffic. However, many flows (30%) originate from
unauthorized devices, and users still connect with numerous P2P users (77% of remote hosts). We do
not include the number of DNS responses in which a remote host appears as a metric, because DNS
records do not cover the remote hosts used for P2P and unsolicited connections. In addition, 64%

Proc. ACM Meas. Anal. Comput. Syst., Vol. 9, No. 2, Article 41. Publication date: June 2025.



Internet Service Usage and Delivery
As Seen From a Residential Network 41:13

" Google
Netflix off-nets
.18 17.14

l Apple
12.16

I I Akamai
NYSERNet llsﬁye
57.76 | 734

I - Facebook
Users 5.89

vaive

100.00 313
Cogent __ Cloudflare

35.32 Zoom

1.28
Microsoft
Amazon ~1.26
9.45 Other
22.79
Fig. 4. Key organizations on the routes between our users and remote hosts. NYSERNet is a regional provider
for research/educational institutions in New York, including Columbia. Netflix’s off-net caches are deployed

in NYSERNet and account for 6% of total traffic (incoming plus outgoing).

of remote hosts seen in DNS records were not used by any connection, likely due to applications
prefetching DNS records [28] or receiving multiple IP addresses for load balancing or resilience but
not using them.

P2P peers account for 5% of traffic and 47% of flow duration. Identifying services driving P2P
traffic is difficult—we cannot use domains as P2P peers are not accessed by DNS (§4.2), and many
services use dynamic ports. But, we managed to identify some BitTorrent and FaceTime traffic with
known ports [11, 25]. The identified BitTorrent traffic accounts for 27% of the total flow duration
for peers, while the identified FaceTime traffic represents 0.04%. In terms of volume, BitTorrent
traffic is 1%, while FaceTime traffic is 27%. This FaceTime traffic establishes a lower bound on the
amount of P2P video calls and suggests that video calls are a large source of P2P traffic, whereas
prior studies found that Skype, FaceTime, and Zoom use P2P architectures but could not assess
how their traffic volumes compared to other services [86, 109].

5.2 Who Owns the Remote Hosts?

After studying the remote hosts by category, we focus on the traffic from/to authorized devices
for the remaining paper. We analyze which organizations own these remote hosts, whether the
organizations host their own services or other services, and the changes over time.

Observation 2: CDNs (e.g., Cloudflare) can host many sites but serve low traffic volumes.

Fig. 4 visualizes the flow of traffic between our residential users and the organizations of the
remote hosts with a Sankey diagram. For better visualization, our Sankey diagram only depicts
Columbia providers and the organizations of remote hosts that account for more than 1.2% of traffic.
Amazon directly peers with our university and accounts for 9% of our user traffic. The local Netflix
off-nets are deployed within NYSERNet, a regional research and education network, and account
for 6% of total traffic, which we will discuss later in this subsection. All other traffic goes through
one of Columbia’s providers, with much of it from/to popular clouds, CDNs, and content providers.

In addition, Fig. 5 shows the percent of total traffic, flows, remote hosts, flow duration, and
domains served by the top organizations by traffic volume (we only display the top 11 for clarity).
Combined, these 11 organizations account for 77% of traffic. Google serves the largest share of
our user traffic (17%), with YouTube making up the majority (66%) of Google’s traffic volume. We
observe many sites hosted by CDNs, with Cloudflare hosting 19% of domains. However, Cloudflare
(a widely used CDN) only serves 2% of traffic, suggesting that many sites served by Cloudflare
are less popular and/or small. Similarly, Amazon hosts 26% of domains but serves a much smaller
percentage of traffic (9%), with 7.5% out of that 9% for Prime Video, suggesting that the other
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Fig. 5. The percent of flows, traffic, flow duration, and domains served by the top organizations. Noteworthily,
while Cloudflare hosts 19% of domains, it only serves 2% of traffic.
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Fig. 6. The breakdown of the top organizations (by traffic volume) based on how their traffic is delivered.

domains make up only 1.5% of total traffic. Akamai and Fastly contribute much more traffic because
they host many video services. We are unaware of prior studies with similar findings.

Observation 3: The majority of traffic is served by vertically integrated content providers
that both operate the services and the infrastructure the services run on (i.e.,, 1st-party).

Modern hypergiants often serve different roles for various services. For example, Amazon hosts
its own services such as Prime Video as a 1st-party cloud provider and CDN (Ist party), hosts
Netflix web servers as a 3rd-party cloud provider (3rd party - Host), and also uses other CDNs to
cache content (3rd party - Guest).

To quantify how traffic is delivered, we manually associate the mapped services with organi-
zations and check if the infrastructure owner matches the service owner. If so, we consider the
connection Ist-party; otherwise, 3rd-party. Our manual mapping covers the largest organizations
and the most popular services, which accounts for 75% of total traffic volume. While 47% of all the
traffic is labeled as 1st-party, 28% is labeled as 3rd-party. In addition to this 75% labeled traffic, 19%
is either associated with a less popular service or from the many smaller organizations that we did
not check, and 5% is P2P.

A previous study found that 89% of the Alexa top websites depend on 3rd-party services [72],
but it relied on actively fetching landing pages and so did not account for pages customized to real
users, pages as served to logged-in users [32], internal pages [31], or realistic browsing patterns and
page popularities. In contrast, our traces reflect real usage patterns and are dominated by 1st-party
traffic, suggesting that 3rd-party dependencies are less prevalent when weighted by traffic volumes.

Fig. 6 shows the compositions of the top organizations (by traffic volume). At one extreme,
Facebook, Valve, and Zoom neither rely on 3rd-party CDNs nor deliver traffic for others. At the
other extreme, NYSERNet, Akamai, and Fastly only deliver content for others. Most traffic from
Google and Apple infrastructure is for their own services, and most traffic from their services
comes from their infrastructure. However, Google also hosts other services as a cloud provider,
and Apple and Microsoft also rely on other CDNSs for their services (including updates). While the
figure does not show Microsoft hosting 3rd-party services, it does host a number of services (e.g.,
auction.housingworks.org, the online auction site of Housing Works, a NY-based nonprofit) with
traffic too small to be part of our manual mapping included in the figure. Other factors also explain
the limited 3rd-party hosting by Microsoft: many applications use Microsoft for backend cloud
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services such as storage, but they either host their web frontends on CDNs (so are classified as
hosted by the CDN) or deliver content directly from the Microsoft cloud service domains (so are
classified as 1st party); and Microsoft is particularly prevalent in the enterprise market, so we may
see less use from Columbia’s residential buildings. Amazon has a more balanced hosting for 1st
party and 3rd party traffic.

Observation 4: We observe longitudinal changes in the serving infrastructure—the de-
commissioning of Akamai cache servers hosted in NYSERNet and the reduced use of
Lumen (aka Level 3) CDN.

For the top 11 organizations (by traffic volume), we investigate changes in the percent of traffic
they deliver. We observe significant and consistent declines in NYSERNet and Lumen CDN. We
also observe increases in Akamai and Amazon but do not discuss them here, as they are also related
to the increased usage of some services (Fig. 11a).

Off-nets in NYSERNet. An off-net is a server managed by a hypergiant but hosted in another
network, while an on-net is a server in its own network. Off-nets serve users in the deployed
network or its customer networks, efficiently delivering content and reducing costs. We use data
from a prior study that identified off-nets in all ASes for 22 popular hypergiants [57]. It found
that our university does not host off-nets but that its main provider (NYSERNet) hosts off-nets for
Netflix and Akamai.

We expected that these off-nets would deliver large amounts of the user traffic, but only some
results matched our expectation. Two Netflix off-nets deliver 6% of total traffic (one much less than
the other), which is 94% of the total Netflix traffic (with the rest from Netflix on-nets) and is similar
to Netflix claims that off-nets can deliver at least 95% of a network’s Netflix traffic [56]. In the early
months of our traces, Akamai off-nets in NYSERNet delivered a small fraction of the Akamai traffic,
but they did not show up in our traces since May 2023. These off-nets are now unresponsive to
queries on port 443, suggesting these off-nets might no longer be in use. This may reflect a broader
trend of Akamai decreasing the number of networks in which it hosts off-nets [57]. NYSERNet
confirmed our findings about Netflix and Akamai, including that Akamai asked NYSERNet to
decommission the off-nets.

Drop in Lumen CDN usage. Lumen operates a Tier-1 network and a CDN running on it (Lumen
was formerly known as CenturyLink, which acquired Level 3 and its CDN in 2017). In December
2022, Lumen served 2.7% of total traffic from/to our network. We observe a gradual drop in Lumen
CDN usage, and Lumen only served 0.3% of total traffic in January 2024. Notably, while the shares
of Hulu, Disney+, and TikTok remained stable or even increased, the delivery of these services
through Lumen decreased. We observe little Hulu and Disney+ traffic hosted on Lumen since April
2023 and little TikTok traffic on Lumen since November 2023. These changes are likely correlated
with the sale of CDN service contracts from Lumen to Akamai [19], and we observe Akamai hosting
more of those services.

5.3 Where Are the Remote Hosts?

In this subsection, we study the locality of user mappings to deployments, as better locality implies
that users can connect to closer deployments and have reduced latency. We use the minimum
measured ping round-trip time (RTT) as an estimate of the propagation delay. We measured to
targets that account for 99.9% of the total traffic and received ping responses from 73% of the targets.
The responsive ones account for 88% of the total traffic. We do not infer RTTs from our traces,
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Fig. 7. Most of the incoming traffic (78%) is within 5 ms, indicative of service locality.

as they may include application-layer processing delays. We use ICMP pings, which have RTT
measurements close to TCP ping [103].

Observation 5: Most incoming traffic (78%) comes from nearby servers (within 5ms), but
only half of the outgoing traffic goes to them.

In Fig. 7, we plot the CDF of RTTs across traffic associated with the responsive remote hosts. We
find that remote hosts with RTT within 100ms account for nearly all traffic. The nearby remote
hosts with RTT within 5ms deliver 78% of the incoming traffic. However, they only account for 50%
of the outgoing traffic, while 87% of outgoing traffic can be delivered within 50ms.? This difference
arises because services usually have an imbalanced use of incoming and outgoing traffic. Many
popular video services are deployed near the users and deliver much more traffic than they receive.
For example, the Netflix off-nets are about 2ms away, and they account for 7.5% incoming traffic
but only 0.7% of outgoing traffic (considering only responsive remote hosts). On the other hand, we
observe many remote hosts that receive much more traffic than they deliver, likely reflecting user
uploads and syncs.

Prior studies using data from edge networks also observed the reliance on nearby servers for a
few service or content providers [100, 108]. In contrast, we provided an overall distribution across
all responsive remote hosts and compared the locality of incoming traffic with that of outgoing
traffic, highlighting that much outgoing traffic is not delivered to nearby remote hosts.

We also plot the CDF of responsive remote hosts that are identified as servers and P2P users. We
find that 27% of servers and 0.5% of P2P users have RTT within 5ms. The gap between the line of
responsive servers and that of responsive P2P users shows that the accessed servers are relatively
closer to users.

Observation 6: Some popular services (e.g., FaceTime, Zoom, Ubisoft) are often served
from at least 10ms away from the closest remote hosts.

As a service can be delivered by multiple remote hosts, we now turn to quantify how much further
those remote hosts are from the closest ones on average (weighted by traffic). Since propagation
delay can be inflated for various reasons, we also use great-circle distance. We compute this by
issuing traceroutes to remote hosts from a lab machine on our campus and geolocating with
HOIHO [18], RIPE IP Map [52], and custom reverse DNS keyword matches (e.g., edgeray-shv-01-
iad3.facebook.com has an IAD airport code so is likely near Washington D.C.). For cases where we
cannot geolocate remote hosts but can geolocate a hop on the path, we use the hop’s geolocation if
its RTT is within 1ms of the destination. We can geolocate remote hosts serving 58% of traffic. We
convert the distances to the speed of light in fiber to directly compare to latency.

%In Jan 2025, we conducted TCP ping measurements by sending TCP-syn packets to the observed <IP address, port> pairs.

This methodology was also adopted by prior studies [10, 103]. The conclusions remain similar. For example, 70% of the
incoming traffic comes from servers within 5ms, but only 37% of the outgoing traffic goes to them.
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Fig. 8. The gap between the overall latency weighted by traffic volume and the minimum latency to servers

for each of the top 100 services. The great-circle distances are converted to the speed of light in fiber to

compare with latency. We find that 19 of the top 100 services have a latency gap of at least 10ms.

For each of the 100 highest volume services, we calculate the gap between the propagation delay
(and distance) to its nearest server and the overall propagation delay (and distance) with each of
its servers weighted by the bytes delivered and received. We exclude anycast addresses found by
prior work [97] from this calculation. In Fig. 8, we plot the CCDF of services with respect to these
gaps. We find that 19% of these services have a latency gap of at least 10 ms; 11% have a distance
gap of at least 10ms, meaning that their traffic travels an additional 1000 km each direction on
average, compared to the closest remote host. This finding suggests that although deployments are
widespread and mappings can be near optimal, a noticeable volume of traffic still flows to/from
distant remote hosts. We are unaware of similar prior studies.

Services with a latency gap of at least 10ms include videotelephony services such as FaceTime
and Zoom, VPN services such as WireGuard, gaming services such as Ubisoft, and video streaming
services such as Spectrum, Bilibili TV, and some adult video websites. It is not surprising that
FaceTime and WireGuard have a large latency gap, as they rely on various peers for different
connections. The domains related to Zoom indicate the used data centers (e.g., sjc.zoom.us represents
the San Jose data center), and we observe a correlation between the domains and the RTT to remote
hosts delivering traffic. For other services, however, the RTT to remote hosts varies even when
using the same domain. There could be multiple reasons for directing our users to distant servers,
including regulatory requirements to store user data in specific countries [14], system designs of
not serving users locally for better load balancing [47], the retrieval of contents unpopular and
thus uncached in nearby servers, and the cost of providing services. These examples indicate that
the services may prioritize other measures over serving users locally or be limited by other factors.

5.4 How is Traffic Steered to the Servers?

We now examine how our users are steered to servers. The primary steering mechanism is DNS,
and so we investigate the prevalence of DNS TTL violations.

Observation 7: Despite the widespread adoption of anycast [48, 49] and recent standards
for encrypted DNS [65, 66, 69], we observe the vast majority of traffic is from unicast
addresses assigned via unencrypted DNS. We were unable to associate 10% of the traffic
with any DNS record due to encrypted DNS, proprietary configurations, or limitations in
data collection.

DNS is typically used to redirect users to servers. In our main dataset, 83% of flows and 90% of
traffic to servers were steered by unencrypted DNS lookups, as we were able to associate them
with DNS responses in our traces. (All percentages in this subsection are based on the total number
of flows or total traffic volume directed to servers.) For the remaining 17% of flows, we did not
observe an associated DNS lookup, a larger percentage than the 7% of flows in a 2020 study [28].
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Fig. 9. CCDF of flows that start after DNS record expiration. Among the 14% of flows that start after their
corresponding DNS records have expired, 50% of them start over 207 seconds after DNS record expiration.

We identify three possible reasons why these flows were not paired with DNS responses, which
might explain the growth from 7% to 17%. The first reason is the use of encrypted DNS protocols.
This may only explain a portion of the traffic, since Columbia’s DNS resolvers, the default ones that
we expect most users to utilize, do not support encrypted DNS. We also only observe an hourly
average of 43 packets accessing port 853 (used for DNS-over-TLS). It is hard to identify encrypted
DNS traffic, as DNS-over-HTTPS uses the widely used port 443. Even when we identify potential
encrypted DNS packets, we lack a way to associate them with specific flows.

Second, some applications do not redirect users in a traditional way. Instead of issuing domain
queries to operating systems and waiting for their responses, they adopt their own protocols or
specify the use of particular DNS resolvers. An example is the HTTPDNS protocol designed by
Tencent, which sends DNS queries to Tencent’s DNS resolvers over the HTTP(S) protocol [4]. Some
applications even hardcode IP addresses in their implementations for simplicity.

Third, even if users access services with traditional DNS, our methodology will fail when users
already have the relevant DNS records cached on their devices. For example, our methodology will
miss cases when a user issues a DNS query on a different network, then caches it, moves to the
residential network, and contacts the service using the cached record. Another reason could be
instances when users access the services before our DNS traffic collection, and their local devices
cache the related DNS records through the beginning of our collection. However, as discussed in
§4.1, this should only contribute to a trivial amount of traffic.

UDP vs. TCP. As expected, most connections to servers (81% of flows, 89% of traffic) was redirected
by DNS over UDP, while only 2% of flows (carrying 1% of traffic) was steered by DNS over TCP.

Anycast vs. Unicast. Anycast refers to advertising the same IP prefix from multiple server deploy-
ments, while unicast refers to advertising an IP prefix from one location. We identified anycast IP
addresses using the dataset of the Anycast Census [16, 97]. We observe a heavier use of unicast
IP addresses (84% of flows, 94% of traffic) than anycast IP addresses (16% of flows, 6% of traffic).
Among the top 11 organizations by traffic volume: most Cloudflare traffic is delivered from anycast
addresses; Microsoft delivers half of its traffic via anycast and half via unicast; and the others mostly
use unicast addresses. Prior work found that content providers and CDNs widely adopt anycast
[48, 49, 60]. By directly comparing anycast with unicast in passive traces, we highlight that unicast
addresses still account for the majority of traffic.

Observation 8: Many flows (14%) use DNS results after the DNS Time-To-Live has expired,
suggesting that CDNs and content providers using DNS to steer clients to unicast addresses
may have limited responsiveness to failures, overload, and performance change.

DNS records come with time-to-live (TTL) values, which specify the time interval a record may
be cached before it should be discarded. Small DNS time-to-live (TTL) values slow applications (by
increasing the fraction of queries that cannot be answered from cache) but still cannot guarantee up-
to-date DNS records for clients due to violations when records are used after the TTL expires. The
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phenomenon of TTL violations by client software has been documented in technical blogs [3, 12],
and prior work found that many connections use outdated DNS information [28].

Our results confirm this, showing that 14% of flows start after their corresponding DNS records
have expired. Fig. 9 plots the cumulative fraction of TTL-violating flows that start at least x seconds
after the DNS TTL expired. The figure shows that 50% of TTL-violating flows start more than
207 seconds after the DNS record expired. We observe virtually identical trends when limited to
domains hosted on major cloud providers (Google, Microsoft, Amazon) and CDNs (Akamai, Fastly,
Limelight). In fact, between 20-85% of bytes sent to those cloud providers are sent more than a
minute after the TTL expired. This suggests that DNS steering to unicast addresses restricts the
content provider’s ability to respond to failures, overload, or performance changes.

6 Service Usage

Understanding service usage is essential, as it provides insights into user needs and highlights
services that deserve further study. We provide a fresh and thorough understanding, investigating
less studied aspects including service popularity across multiple metrics and demographics (§6.1).
We also examine changes in service usage over time (§6.2) and present a short study case on two
large Netflix live streaming events to show how our dataset can be used to detect performance
differences and degradations even for encrypted traffic (§6.3). We discuss the lessons drawn from
our observations in §7.

6.1 Popular Services and Service-Types

We assess service popularity with four metrics: total traffic, number of flows, total flow duration,
and number of DNS responses for a service. Every activity metric then has a service distribution
associated with it, corresponding to its share of the metric.

The top service-types by traffic volume are Video (50% of traffic that we could map to a service),
Cloud (17%), Social Media (10%), and Gaming (9%). When it comes to services, the top 10 include
YouTube (11.6% of total traffic), Prime Video (7.5%), iCloud (7.5%), Netflix (6.7%), Instagram (4.5%),
Steam (3.5%), Apple Store (3.0%), Hulu (3.0%), Tiktok (2.4%), and Apple Digital Services (2.2%).

Observation 9: Relative service popularity depends considerably on metrics (i.e., traffic,
flows, flow duration, DNS responses).

For the top 100 services (sorted by traffic volume), we compute their share of activity across all
metrics in Fig. 10a (where each index represents a service). Flow count and flow duration exhibit
the most similar activity patterns, and traffic volume differs greatly from the other metrics (see the
spikes in the figure). For example, iCloud accounts for half the traffic volume of YouTube but three
times the flow duration. Slack and Gmail have many flows but relatively little traffic volume.

While this point may seem obvious, it is worth analyzing quantitatively. Many measurement
studies [29, 30, 72], for example, focus on websites from lists of top sites, but these lists may not
always be the best fit for their research objectives. Our findings emphasize this challenge, show
how popularity can vary across metrics, and offer a basis for making more informed, cross-metric
decisions in future studies.

Observation 10: Even within affiliates of a single university, service traffic usage can vary
considerably across demographics.

Demographic information is hard to obtain. A prior study inferred student demographics (do-
mestic vs. international) and compared their traffic usage during the pandemic [101]. Sandvine, a
company that monitors access networks globally, reports Internet application usage by region [90].
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Fig. 10. Service usage differs by metrics and across resident types.

We offer a different perspective on demographics, showing the differences between student traffic
and faculty/family traffic. We define the demographic as the resident type of the building from which
traffic originates. We acknowledge that this coarse definition misses important information such as
ethnicity, gender, and age, but it still highlights the intensity of differences across demographics.

In this comparison, we disregard buildings with mixed resident types and divide the remaining
traces into two groups: graduate students and faculty. We plot the percent of traffic for each
resident type for the top 100 services in Fig. 10b. Units exclusively housing faculty and families
show different service usage patterns from those exclusively accommodating graduate students,
highlighting the value of richer data sources to cover a wide variety of demographics.

While video streaming is popular for both groups, graduate students have more YouTube traffic
(13%) than faculty (8.4%), but less Netflix traffic (6.5%) than faculty (9.3%). Graduate students also
show a preference for Hulu and Peacock compared to faculty, potentially because those video
platforms offer student discounts [15]. Another notable difference is that faculty and their families
generate more iCloud traffic (10.2%) than graduate students (6.5%). In terms of social media, graduate
students use Instagram more frequently (6.1%) than faculty (2.5%). With regard to gaming, the most
popular application for graduate students is Steam (3.8%), while it is Playstation for faculty (1.8%).

To put these differences into perspective, we compare them against regional differences reported
by Sandvine. Sandvine reports application-type (i.e., video, communication) breakdowns by traffic
volume per global region: America, Asia-Pacific, and European. We compute Bhattacharyya dis-
tances [38] between the service-type usage distributions for these three regions and between the
distributions for our graduate students versus faculty. Graduate and faculty distributions, although
affiliated with the same university, are as different as American and European distributions and are
more different than Asia-Pacific and American distributions. This suggests that relying on only
student traffic, whether our graduate student traffic or undergraduate dorm traffic from campus
traces, provides limited view, and we need a broader set of data sources.

6.2 Temporal Service Usage Changes

To understand short-term and long-term changes in service usage, we consider only traffic to/from
the graduate student residences to limit confounding factors due to user demographics. We used
two datasets that span more days than the main dataset (Appendix A.2).

Observation 11: While the service popularity varies notably over time (e.g., 79% drop in
Microsoft cloud traffic), the service-type popularity remains stable.

To analyze the longitudinal changes of service usage, we use traces collected over a year (Decem-
ber 1, 2022 to January 26, 2024) from graduate student apartments (to limit confounding factors
due to user demographics). Fig. 11 shows the monthly traffic usage for the 10 most popular services
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Fig. 12. Percent of traffic for three popular service-types for each collection hour.

and for all service-types. The color intensity of each box for a given service and month represents
the percent of traffic for that service out of all traffic within the month.

Fig. 11a shows noteworthy changes for some services. For example, Microsoft cloud has become
less popular within our network since late 2023, dropping from 4% of traffic in July to 1% in
November. Although the decrease is only a small percent of overall traffic, it marks a 79% drop
in Microsoft cloud traffic, and this decline is persistent. We found that Microsoft Cloud received
more traffic than it delivered, with the decline primarily in the received traffic. We leave more
sophisticated investigation for the future. Steam is nearly twice as popular in December 2023 (6%),
when our users are enjoying their winter breaks, than in other months (about 3-4%).

Fig. 11b illustrates that the use of service-types has not changed greatly over the last year. Despite
the large drops in Microsoft Cloud, the percent of traffic for cloud stays relatively stable, and the
relative popularity for service-types does not change.

Observation 12: While overall service usage is lower in the early mornings, the use of
cloud applications remains stable.

We varied the hours during which we collected traffic from November 20, 2023 to January 26,
2024 (we collected at least 7 days worth of data for each hour of the day). In Fig. 12, we plot the
hourly traffic volume for the top three service-types. Video is unarguably the most popular category,
but the use of video applications drops during the early mornings when people are asleep. We
observed a similar trend for social media.

In contrast, cloud applications stay roughly the same throughout the day. iCloud is the most
used cloud service, and automatic data syncs and updates are likely why cloud services stay active
when users are asleep. Hence, cloud takes up a larger percentage of traffic during early mornings
(~20% between 2am-9am), whereas the overall fraction of cloud traffic is 13%.
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Fig. 13. Streaming quality for Paul vs. Tyson fight and the NFL Christmas game. The NFL live event achieved
better performance, as its viewers used higher bitrates (Fig. 13a) and had less rebuffering (Fig. 13b).

6.3 Case Study: Two Large Netflix Live Events

Our dataset can be used to observe Internet events, quantify performance for real users (from one
network), and provide insights into poor performance. We examine the performance of two large
live streaming events hosted by Netflix: Jake Paul vs. Mike Tyson (a boxing bout on Nov. 15, 2024)
and NFL Christmas Gameday (two NFL games on Dec. 25, 2024). They were among the most-viewed
live events Netflix has streamed, with tens of millions of live viewers [21, 22].

Video streaming services encode content at various quality levels, divide the content into chunks,
and use adaptive bitrate streaming algorithms to select the chunk that best fits the available
bandwidth [67, 98]. For example, the live streaming service Twitch encodes content into chunks of 2
seconds, and a new chunk is requested every two seconds [8]. We confirm with active measurements
that Netflix also uses a 2-second chunk duration for live streaming (but not for video-on-demand).

We analyze the anonymized packet traces we collected to infer our users’ experiences. For flows
mapped to Netflix, we identify chunks and chunk requests with an established algorithm [62, 76].
To separate these live events from users viewing Netflix video-on-demand movies and shows, we
include only flows for which the majority of time differences between chunk requests is around 2
seconds (i.e., the 25th percentile of time differences is > 1.9, and the 75th percentile is < 2.1). We
infer the chunk bitrate as w. We select chunks with bitrate> 200 Kbps as video chunks.

For the Paul vs. Tyson event, we use the traces between 9pm-10pm PST, Nov. 15 (which covered
the match between the two and was during the semester at our university). During the hour, 2% of
total traffic is for Netflix live streaming. For the NFL Christmas Gameday, we use the traces between
2-3pm PST, Dec. 25 (during the second game Ravens vs. Texans and during the inter-semester break
at our university). During the hour, 1% of total traffic is for Netflix live streaming.

Anecdotally, viewers had streaming quality issues and experienced rebuffering events during the
boxing bout [20, 23], but they had good experiences during the football games. We plot the CDF of
inferred video bitrate for both events in Fig. 13a. While 91% of video chunks for the NFL event had
bitrates above 5000 Kbps, only 3% of video chunks for the fight reached bitrates over 5000 Kbps. In
Fig. 13b, we plot the CDF of the 90th percentile of time differences between chunk requests for each
flow. A streaming session without rebuffering should have requests sent every two seconds, and so
a large 90th percentile suggests a long freeze in the session. While only 2.6% of flows for the NFL
event had the 90th percentile over 2.5 seconds, 15.2% of the flows for the Tyson fight exceeded 2.5s.
The results corroborate that the Tyson fight had worse performance and suggest that Netflix has
improved its live streaming approaches for better user experience. This case study shows that our
dataset can help monitor network events and infer service performance even for encrypted traffic.

7 Lessons and Potential Uses of Our Dataset

We now summarize what to learn from our findings above and how to potentially use our dataset.
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A detailed, broad study helps uncover overlooked aspects and motivate future research
[Observation 1, 2, 7, 8, 9]. For example, since we assess the popularity of service architectures
with multiple metrics, we observe notable P2P activity for videotelephony, suggesting potential
future research on how videotelephony services utilize P2P. Another example is our finding of
connections using unicast addresses and outdated DNS records long after they expired, potentially
compromising CDN’s availability during failures. In fact, this finding motivated a paper to design a
new traffic routing system [75].

Even with active measurements, DNS datasets, and campus traces, it remains crucial
to analyze residential traces [Observation 1, 2, 3, 5, 6, 9, 10]. As prior studies with active
measurements suggest [43, 44, 47, 55, 74, 77, 83, 93, 107], we observe deployments close to users. But,
we find that a notable volume of traffic still flows to more distant servers. In addition, we observe
less traffic delivered by 3rd-party CDNs than a previous active measurement study suggests [72].
We hope researchers can use our dataset to complement findings from active measurements.

While DNS-based top lists [68, 105] are widely used [29, 30, 110], we show that service usage
weighted by DNS queries differs greatly from that with traffic traces. Access to our dataset provides
a more accurate understanding of service popularity (at least within our network) and enables
researchers to evaluate algorithms in a realistic setting. For example, a recent paper used our dataset
to simulate real-world user requests and evaluate the performance of its algorithm [51].

Moreover, we show that service usage varies across demographics and that residential traces
are different from campus traces, highlighting the distinctive nature of our dataset. As shown in
Table 1, most prior studies do not share their datasets. By providing a new data source, we hope
to facilitate comparisons between different types of networks and to enhance the community’s
knowledge of Internet service usage. We also encourage researchers to explore this dataset in other
directions we may not have considered.

Regular monitoring is important [Observation 4, 11, 12]. We demonstrate temporal changes
in both the serving infrastructure and service usage, and our findings provide researchers with an
updated view of residential Internet usage and help them better design systems. For example, when
designing a system for traffic prioritization, it could be reasonable to assign cloud applications a
higher priority in the early mornings. We will continue our data collection and update our findings,
making our dataset a tool to track Internet changes.

8 Conclusion

Using traces from a residential network, we offer a novel perspective distinct from existing campus
traces. Our perspective provides a detailed understanding of Internet services and service delivery
for our user network, revealing notable P2P activity, less traffic delivered by 3rd-party CDNs than
we expected, and the use of more distant servers even for services with nearby ones. Our study—as
well as our sharing of our dataset as we continue collecting it—can serve as a step towards a more
thorough understanding of residential Internet use and support future research.
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A Appendix
A.1 Ethics

To avoid collecting personal identifiable information, we followed established practices [73] to
build our data collection and anonymization pipeline. Even if the data contains private information
in ways that we did not anticipate (e.g., when combined with other data sources), we protect user
privacy by sharing it only with researchers who have received their IRB approval or exemption
and agreed to our Acceptable Use Policy.

A.1.1  Data collection and anonymization. Prior to any action, our data collection protocol under-
went formal review from the Institutional Review Board (IRB) and was declared exempt as it is
not human-subjects research, as the humans are not the subjects of the research under the IRB
definitions of subjects. Rather, we are interested in the Internet services and serving infrastructure
that delivers the traffic to the residential network in aggregate.

To best protect the privacy of our residential users, we follow established practices [73] that
were also used by Princeton University [86, 94] and UCSB [36]. We carefully designed the pipeline
to anonymize privacy-sensitive fields and discard personally identifiable information (§3.2). We
also rotate our anonymization key to prevent users from being identified across collections. The
collected data is securely stored. The data collection methodology and pipeline were approved by
the security, privacy, and networking teams of Columbia’s IT organization.

Our collection and anonymization approaches do not keep private information, and our analysis
does not attempt to identify a human. We also do not study any network usage below the level of
buildings. This work raises no other ethical issues.

A.1.2  Data sharing. We are happy to share the dataset from this paper, as well as data collected in
the future, to enable the research of others. Each research team needs to submit a project-specific
IRB protocol to their institution’s IRB, in which they have to describe the data they need and how
they plan to use it. In order to access our data, they need to provide us with their IRB approval
or exemption. In addition, we will ask the researchers to agree with our Acceptable Use Policy
(which is adapted from CAIDA’s Acceptable Use Agreement for traffic traces [9]), including not
distributing or deanonymizing data.

A.2 Additional Datasets

As discussed in §3.2, we capture four hours of traffic per day due to limited storage. Between
December 2022 and October 2023, we collect traffic during 4-5am, 10-11am, 4-5pm, and 10-11pm.
Since November 2024, to cover a broader range of hours, we have shifted the collection hours by
1 hour roughly every 7 days (e.g., after the first shift, the collection hours become 5-6am, 11am-
12pm, 5-6pm, 11pm-12am). The four hours are spaced six hours apart, allowing for an average
representation of normal user behavior.

Dataset of daily patterns: To analyze usage at different times of a day (Observation 12), we
used the traffic to/from the 404 graduate student apartments from November 20, 2023 to January
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Fig. 14. Service popularity converges quickly as data is added from more days (14a) and more units (14b).
The blue lines show the changes in normalized median (across random selections) Bhattacharyya distance,
and the red shading represents one standard deviation over random selections.

26, 2024. We collected at least 7 days worth of data for each hour of the day. We use the graduate
student traces for this analysis to limit confounding factors due to user demographics.

Longitudinal dataset: To study the changes in usage trends over time (Observation 11), we use
traffic to/from the 404 graduate student apartments from December 1, 2022 to Jan 26, 2024. The
majority of collection occurred during 4-5am/pm, 10-11am/pm.’

A.3 Our dataset includes enough days and units

We assess the impact of adding days and units to our dataset, to establish that our main month-long
dataset captures the behavior of our users.

To generate Fig. 14a, we randomly order the days of collection and calculate the service usage
distributions for the first X days for all X. For example, the service distribution could be 20% Netflix
and 80% Prime Video for the first day, and 30% Netflix vs 70% Prime Video for the first two days (if
there are only two services). We compute the impact of adding one more day as the Bhattacharyya
distance [38] between the service usage distribution for days 1...X and days 1...X + 1. We repeat
this computation over many random orderings of days.

Similarly, to generate Fig. 14b, we randomly order the units rather than the days, calculate the
service usage distributions for the first X units, and compute the impact of adding one more unit.
We repeat over many random orderings of units.

We use the Bhattacharyya distance here (and elsewhere) to compare two distributions as it
offers a reasonable measure of the “closeness” between two distributions. For example, if unit
1 had service distribution [0.6,0.4,0], unit 2 had service distribution [0,0.4,0.6], and unit 3 had
distribution [0.333,0.333,0.334], then unit 3 would be closer to units 1 and 2 (distance = 0.2) than
unit Tistounit 2 (distance 0.9).

The blue lines in Fig. 14a and Fig. 14b show the changes in normalized median (across random
selections) Bhattacharyya distance as the dataset grows (more days or units). The red shading
shows one standard deviation over random orderings. Distances converge to zero quickly in both
figures, suggesting that our month-long snapshot within our subset of units may be enough to
capture the typical use for our users.

A.4 Additional evaluation for methodology

Accuracy in identifying unauthorized devices. We randomly picked 100 unauthorized devices, 100
servers, and 100 P2P users identified by our methodology. We check if the remote hosts’ IP addresses
were reported as scans, spams, or abuses by abuseIPDB, an online database where network users
and system administrators report hacking attempts or malicious behavior [1]. (We did not compare

3We miss data for August-October and seven days in April in 2023, due to configuration problems in our device.
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Fig. 15. The fraction of outgoing traffic among total traffic to and from a remote host in each category.

all remote hosts due to the request limits.) 58% of the remote hosts identified as unauthorized
devices were reported in abuseIPDB within a year, while only 7.5% of the remote hosts identified as
servers or P2P users were detected in the database. The database may include false alarms or fail to
receive reports for unsolicited connections caused by misconfigurations, as well as unsolicited (but
not malicious) scans by researchers and companies, potentially explaining the differences between
the database and our results.

Accuracy in identifying P2P users. Based on the intuition that peer-to-peer connections may
result in a larger fraction of outgoing traffic (i.e., from users to remote hosts) than the other types
of connections, we performed another evaluation test. In Fig. 15, we plot the fraction of outgoing
traffic among total traffic to and from a remote host in each category. An x-value greater than 0.5
means that a remote host receives more traffic than the amount it sends. The figure indicates that
the majority of the classified unauthorized devices (85%) only sends traffic to our users but receives
no response (i.e., x-value = 0). 77% of the classified servers send more traffic than they receive (i.e.,
x-value < 0.5). The servers that receive more traffic are used for services such as Google Drive and
Apple iCloud. Yet, 57% of the classified P2P users receive more traffic from our users than they send
(i.e, x-value > 0.5). The observation aligns with our expectation for all three categories and serves
as a supporting evidence for our classification.
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