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Figure 1: The three screens that comprise the user interface of our prototype. (1) VSD programmers choose to upload or capture 
an image to use in a VSD. (2) The application automatically generates a set of potential hotspots for use in the VSD and the 
programmer can choose to edit, use, or delete these hotspots. They can also manually add their own hotspots. Once all of the 
hotspots are created, they can use the canvas to draw the hotspots on the image. (3) Once they have !nished con!guring the 
VSD, users can see a preview of what the VSD looks like and interact with the created hotspots. 



Abstract 
Augmentative and alternative communication (AAC) devices are 
used by many people around the world who experience di!cul-
ties in communicating verbally. One form of AAC device which is 
especially useful for minimally verbal autistic children in develop-
ing language and communication skills is the visual scene display 
(VSD). VSDs use images with interactive hotspots embedded in 
them to directly connect language to real-world contexts which are 
meaningful to the AAC user. While VSDs can e"ectively support 
emergent communicators (i.e., those who are beginning to learn 
how to use symbolic communication), their widespread adoption is 
impacted by how di!cult these devices are to con#gure. We devel-
oped a prototype that uses generative AI to automatically suggest 
initial hotspots on an image to help non-experts e!ciently create 
visual scene displays (VSDs). We conducted a within-subjects user 
study to understand how e"ective our prototype is in supporting 
non-expert users, speci#cally pre-service speech-language pathol-
ogists (SLPs) (N=16) who are not familiar with VSDs as an AAC 
intervention. Pre-service SLPs are actively studying to become clin-
ically certi#ed SLPs and have domain-speci#c knowledge about 
language and communication skill development. We evaluated the 
e"ectiveness of our prototype based on creation time, quality, and 
user con#dence. We also analyzed the relevance and developmental 
appropriateness of the automatically generated hotspots and how 
often users interacted with (e.g., editing or deleting) the generated 
hotspots. Our results were mixed with SLPs becoming more e!-
cient and con#dent. However, there were multiple negative impacts 
as well, including over-reliance and homogenization of communi-
cation options. The implications of these #ndings reach beyond the 
domain of AAC, especially as generative AI becomes more preva-
lent across domains, including assistive technology. Future work is 
needed to further identify and address these risks associated with 
integrating generative AI into assistive technology. 
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1 Introduction 
Many individuals with complex communication needs, such as 
those with autism, apraxia, or other speech and language disorders, 
rely on augmentative and alternative communication (AAC) to sup-
plement or replace verbal communication in their daily lives. AAC 
often takes the form of technologies such as grid displays [62] or 
visual scene displays [14], which present communication options 
that are spoken when selected. Visual scene displays (VSDs) use 
images with embedded words or phrases in the form of selectable 
hotspots [14]. VSDs are often used by emergent communicators (i.e., 
communicators who are working on learning and using symbolic 
language [27]) because they help to contextualize the communica-
tion options within a scene [59, 60]. This is especially helpful for 
young, minimally verbal autistic children 1 who are still developing 
symbolic language skills and bene#t from concrete, context-based 
representations of meaning [59, 60]. Similarly, VSDs group concepts 
together in an image taken from the real world, which preserves 
the relationships between people and objects [59]. As a result, VSDs 
can reduce the cognitive demands of using AAC by aligning with 
the natural visual processing of scenes [62]. These bene#ts distin-
guish VSDs from other AAC layouts including the more common 
grid displays that display symbols, which are often line drawings 
that do not as clearly re$ect referents (i.e., the object, concept, or 
activity to which the symbol refers), displaying them in isolation 
without maintaining the relationship between words and the real 
world [70]. 

Given how e"ective VSDs are with emergent communicators, 
they o"er a promising solution for use outside of clinical contexts 
when SLPs are not present, such as in the home. Although they 
can be easier to use by communicators, VSDs are challenging to 
con#gure and often require experts to ‘program’ them by choosing 
the hotspots for each image. There is not a universally agreed upon 
set of guidelines, so expertise is needed to e"ectively con#gure 
them. It can be incredibly time consuming to con#gure each image 
with relevant communication options, so VSDs are often con#gured 
ahead of time for a speci#c communication setting. This manual 
con#guration requires frequent updates to remain relevant for their 
users’ communication needs [28]. Another way of con#guring VSDs 
is just-in-time (JIT) programming [80] (i.e., capturing an image of 
an activity, social interaction, or object and con#guring it in real-
time for the VSD user). JIT programming supports communication 
partners in creating VSDs in the moment to take advantage of 
spontaneous opportunities for communication [80]. This approach 
still requires signi#cant knowledge about how and when to program 
VSDs [44]. Parents and other communication partners outside of 
clinical settings often lack this expertise, preventing widespread 
adoption of VSDs [11, 41]. 

Prior work has investigated the use of AI to generate high-quality, 
contextually relevant topic-speci#c communication boards [34] and 
text-based communication suggestions [89]. We are interested in 
whether generative AI (genAI) can be used in AAC devices to reduce 
the e"ort required to program high-quality VSDs by sca"olding 
the VSD con#guration process. While genAI may speed up the 
1In this paper, we primarily use identity #rst language (e.g., “autistic children”), as 
recent research has found that many individuals prefer identity #rst language [81]; 
however, this is not a universal preference and some people also prefer person-#rst 
language [84] (e.g., “children on the autism spectrum”). 
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process, there are still some open questions. For example, it is vital 
that VSDs be programmed in a personalized way for each end 
user, taking into account their communication stage and personal 
interests and experiences [44]. Prior work has shown that genAI 
does not do a good job at incorporating personalized information 
about end users without very detailed prompting [97], which is 
not feasible for the just-in-time programming of VSDs. Rather than 
focusing on developing hyper-personalized user models which 
would be environmentally and !nancially expensive to build and 
would become outdated quickly, requiring frequent updating to 
stay up to date with users’ communication needs, we are interested 
in ways to leverage communication partners’ unique knowledge 
about VSD users to address the need for personalization. 

In this paper, we investigate the impacts of integrating genAI 
into VSDs by designing and evaluating a prototype that uses genAI 
to sca"old the con!guration of hotspots for VSDs. We evaluated this 
prototype with pre-service speech-language pathologists (SLPs) to 
understand the ways that it improves VSD con!guration and also 
the potential negative consequences of integrating AI in this context. 
We conducted a within-subjects user study with our prototype and 
an existing VSD application as our control condition to investigate 
the impact our prototype has on VSD con!guration done by pre-
service SLPs. 

Given these methods and research goals, we investigate the 
following research questions: 
RQ1: How e"ective, in terms of creation time, quality, and user 

con!dence, is a genAI-assisted VSD application in support-
ing untrained communication partners? 

RQ2: Does a genAI-assisted VSD application provide relevant and 
developmentally appropriate hotspots? 

RQ3: What are the impacts of genAI suggestions on the content 
of VSD hotspots? 

Based on an analysis of the con!gured VSDs and participants’ 
con!dence and perceptions of the automatically generated hotspots, 
our key !ndings are: 

• VSDs were con!gured faster with increased con!dence. 
Participants were faster and more con!dent using our proto-
type with genAI suggestions. 

• Mixed results for VSD quality. There were mixed results 
regarding the quality of the VSDs. While the VSDs con!g-
ured with our prototype tended to use more developmentally 
appropriate hotspots, they also tended to contain too many 
hotspots, hotspots that were not directly related to the scene, 
and provided less hotspots for desired communication func-
tions (e.g., socialization). 

• Increased homogeneity. When using the VSD with gener-
ative AI suggestions, the resulting communication options 
were more semantically similar to the average VSD con!g-
ured by participants. 

• Over-reliance on genAI suggestions. Participants did not 
commonly delete or modify genAI suggestions, commonly 
accepting the majority of the suggestions provided to them 
with few edits or additions. 

Our work makes the following contributions: 
• A prototype which leverages genAI to provide a starting 
point for VSD creation, which could be potentially useful 

in training settings for pre-service SLPs or other untrained 
communication partners. 

• Empirical contributions measuring the e#ciency, con!dence, 
quality, and homogeneity of VSDs con!gured with genAI. 

• Identi!cation of implications for integrating genAI into AAC 
devices, including over-reliance on AI and increased homog-
enization of AAC displays. 

Our prototype examines the integration of genAI into an existing 
state-of-the-art AAC device, to better understand what kinds of 
guardrails may be needed to address some of the negative impacts 
we identi!ed of AI integration into AAC devices. In our discussion 
we talk about ways in which di"erent HCI approaches may be able 
to address these issues. Across domains, researchers are advocating 
for designing tools with guardrails which incorporate best prac-
tices. For example, this is common in education [25, 57], creativity 
research [82], and data analysis research [26]. 

2 Related Work 
2.1 Visual Scene Displays 
For people with complex communication needs, AAC interven-
tion can aid in the development of language, literacy, communica-
tion, and cognitive skills [23]. As an alternative to the traditional 
grid layout, visual scene displays (VSDs) are images of meaningful 
events or shared activities in which vocabulary is embedded within 
the image [14]. For example, a photograph from a school dance 
could be used as a VSD with the faces of friends in the picture 
programmed to output their names or a picture of people dancing 
could be programmed to output “dance” [45]. This way, language 
is grounded within a familiar context for the AAC user due to its 
personally relevant meaning [45]. VSDs are frequently used by 
emergent communicators (i.e., those who do not reliably communi-
cate with symbolic language [27]), such as minimally verbal autistic 
children [36, 37]. VSDs have also been found to be useful for people 
with aphasia [13, 16]. 

VSDs can o"set some of the cognitive load required to commu-
nicate messages using AAC devices for individuals with cognitive 
or linguistic challenges [62] because they maintain the relation-
ship between people and objects as they experience them in real 
life [59], represent social interactions through which language is 
learned [60], and reduce working memory demands because all 
people, objects, and activities are presented together [60]. VSDs 
also have the potential to provide communication partners ways to 
get more involved in the communication process [14] by working 
with AAC users to con!gure e"ective and engaging VSDs. 

2.2 Just-in-Time Programming 
To make AAC more contextually relevant in each moment, commu-
nication partners will often con!gure VSDs with language options 
right when they are needed. This technique is referred to as just-in-
time (JIT) programming [80]. JIT programming allows communica-
tion partners to program new vocabulary in the moment based on 
events that unfold and interests demonstrated within them [44]. 

JIT con!guration allows clinicians to con!gure communication 
options for VSD users in real-time associated with an image or natu-
rally occurring scene and it supports taking advantage of teachable 
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moments as they occur [80]. However, the JIT programming ap-
proach raises questions regarding the risk of responding to false 
indicators of engagement or missing language learning opportu-
nities [44]. Similarly, despite the !exibility JIT con"guration pro-
vides, there are still concerns as to whether clinicians can adjust 
accordingly when faced with environment changes or unforeseen 
situations [80]. It also requires clinicians to be present and continu-
ously reprogramming the model to capture engaging scenarios [44]. 
Automated JIT support may o#er a simpler and more e$cient ap-
proach to creating communication options that are relevant to an 
immediate context. 

Automated JIT sca#olding has been explored in other research 
domains including data visualization literacy [66], explaining com-
plex concepts in scienti"c research papers [7, 43], and in creativ-
ity research [65]. In an AAC context, prior work has investigated 
the use of JIT sca#olding through automatically generating topic-
speci"c displays [34], providing text-based suggestions for starter 
phrases in conversations [89], using communication partner speech 
as input to program a topic display JIT [47], and the impact of JIT 
programming on social participation of autistic children [48]. There 
is also a signi"cant amount of research in AAC dedicated to au-
tomation in AAC devices, including text prediction, abbreviation 
expansion, and keystroke automation [22]. 

2.3 AI-Enabled AAC Devices 
Numerous studies have investigated whether and how AI can be 
integrated into AAC devices, including using computer vision algo-
rithms to generate contextually relevant communication options 
based on a photograph [33, 71, 74], gaze-based AAC [31, 99], and 
automatic recognition of communication context (e.g., location or 
communication partner identity) [51]. Highly performant genAI 
provides new possibilities, and researchers have been exploring 
the ways in which it can be used to further enhance assistive tech-
nology. In the context of AAC devices, this includes automatically 
generating topic-speci"c displays [34], generating text to support 
conversations in text-based AAC devices [88, 89], and tailoring AAC 
systems to re!ect individual user narratives for more personalized 
and authentic communication in text-based AAC devices [75]. 

Many researchers, ourselves included, as well as users of assistive 
technology have adopted a critical lens of using AI in assistive 
technology [2, 38, 39, 64]. Many have argued that genAI promotes 
ableism and that outputs contain ableist biases and stereotypes [2, 
38, 39, 64] and risks of misinformation and hallucinations in genAI 
responses [39]. GenAI should not be viewed as a panacea which can 
solve all issues with assistive technology. Rather, it is simply a tool 
which should be used with an abundance of caution. In our work, 
we do not intend for genAI to replace the role of speech-language 
pathologists or communication partners. 

3 A Prototype for AI-Assisted VSD 
Con!guration 

The goal of this research is to understand how non-expert users 
interact with genAI-provided hotspot suggestions in the VSD con-
"guration process and how their use of AI suggestions impacts 
their con"dence and e#ectiveness of con"guring VSDs as well as 
any potential quality impacts of AI suggestions. To investigate this, 

we needed to design and develop a prototype. We developed a web 
application in ReactJS which enables users to upload an image, 
automatically generate AI suggested hotspots, and then review 
and modify them if needed (see Figure 1). The prototype uses the 
computer vision capabilities of a multimodal large language model 
(LLM) to automatically generate hotspots which aid in sca#olding 
the VSD con"guration process. The web application runs on a tablet 
and mimics an interface that is otherwise very similar to other VSD 
applications that VSD programmers and AAC users typically see. 
At this stage, our prototype supports the con"guration of VSDs 
and the ability to preview the "nal VSD which an AAC user would 
use. This prototype is not meant for use with VSD end users. In the 
following section, we outline the design goals which inspired the 
design of our prototype. Then, we describe the interfaces and key 
features of our prototype. 

3.1 Design Goals 
The design of our prototype was informed by best practices in 
VSD design. For example, VSDs should use hotspots which are 
engaging and personalized for the user [44, 62], developmentally 
appropriate [44], and provide enough communication options to 
support language and communication skill development without 
overstimulating the end user [41, 87]. Our work is also informed 
by evidence that if AAC devices are easier to con"gure and use, 
they are less likely to be abandoned [11, 69]. Our work is guided 
by these design goals: 

Design Goal 1: Reduce the barriers to con!guring VSDs. 
VSDs are typically used by expert practitioners and researchers 
in a clinical context [85]; to use VSDs outside of this relatively 
narrow context, sca#olding the process of mapping relevant and 
developmentally appropriate vocabulary [44] needs to happen. Our 
goal, informed by prior research, is to include more communication 
partners who are programming VSDs and contexts of use [61]. In 
order to support pre-service SLPs in VSD creation, we decided to 
use genAI in creating an initial set of hotspots to sca#old users’ 
experiences when con"guring VSDs. 

Design Goal 2: Make it easy to integrate VSD users’ linguis-
tic abilities and interests. While genAI has shown promise in 
AAC applications, there are drawbacks to incorporating genAI sys-
tems, such as the prevalence of harmful biases and stereotypes [5, 
39, 64, 93, 94] and hallucinations [39, 93]. With these drawbacks 
in mind, communication partners should be included as moder-
ators in the hotspot generation process to ensure that hotspots 
would not be harmful for VSD end users and that they would be 
developmentally appropriate and su$ciently personalized to be the 
most e#ective [97]. Prior research on VSD e#ectiveness shows that 
hotspots should be engaging for the end user [44, 61, 62], and this is 
primarily achieved by including personally relevant hotspots about 
the people and activities being depicted in the image [44, 61, 62]. 

Design Goal 3: Minimize changes to the VSD users’ inter-
face. The VSDs used by emerging communicators should match 
the format of existing VSD applications as much as possible. This 
is important because learning to use AAC devices takes a lot of 
time and e#ort [6, 69, 78]. Two popular VSD applications, Tobii Dy-
navox’s Snap Scene2 and Attainment Company’s GoVisual3 , both 

2https://us.tobiidynavox.com/products/snap-scene
3https://www.attainmentcompany.com/govisual 
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present VSDs with drawn hotspots encircling a person or object 
of interest, which when pressed, display a label with the hotspot 
name. We preserved this interaction pattern in our system. 

3.2 Features 
There are several key features of our prototype: automatic gen-
eration of hotspots, manually creating hotspots, modi!cation of 
existing hotspots, and drawing hotspots on the selected image. 

3.2.1 Create Hotspots Automatically. In the past couple of years, 
there have been huge advancements in the capabilities of LLMs and 
within the last year multimodal LLMs which can accept text, au-
dio, and image input have become available with impressive vision 
capabilities. We automatically generate hotspots using OpenAI’s 
GPT-4o model4 . We chose this model because at the time of our pro-
totype’s development, it was the most cost-e"ective and available 
pre-trained model. When an image is uploaded, our system sends 
the unannotated image to GPT-4o via its public API to automate the 
generation of hotspots from static visual media. The multimodal 
LLM processes the visual input and text-based prompt to return a 
ranked list of regions of “hotspots”–areas of visual or contextual 
signi!cance. We used the following prompt instructions for the 
language model: 

“This photo was taken to be used in a visual scene 
display for a child. The child using the visual scene 
display uses mostly single words. Please provide the 
contextually relevant hotspots for the image if you 
are focused on building engagement in interactions 
and the emergence of words. Please focus primarily 
on the objects and activities being done in the scene. 
Include nouns, verbs, and descriptors when possible 
in words children would recognize.” 

Prior work by Zastudil et al. used a prompt which used information 
speci!c to the image provided to the language model and gave 
explicit instructions about the AAC user’s goals when using the 
VSD [97]. Our prompt was informed by theirs, and we modi!ed 
their prompt to improve generalizability so that any image could be 
used to con!gure a VSD. The modi!cations also better emphasize 
the importance of using appropriate vocabulary and producing 
contextually relevant hotspots which would be useful in a VSD. 

We chose to use a prompt without any personalized information 
(e.g., linguistic skills, names, special interests) about the VSD end 
users because it requires a lot of information about the user, which 
has privacy considerations and is not easy to collect. Therefore, 
we leveraged current capabilities of the multimodal LLM to create 
contextualized suggestions about the people, objects, and activities 
being depicted in an image [97]. Personalization should come from 
the users con!guring the VSDs. This re#ects the unique knowledge 
SLPs have about their clients that they use when con!guring AAC 
devices. Additionally, in the prompt, we did not give a limit to the 
number of hotspots, as our prototype is designed to sca"old VSD 
con!guration for the users, providing a set of suggestions rather 
than a !nal set of hotspots. 

3.2.2 Create Hotspots Manually. Users can add new hotspots 
which were not generated by our prototype. These hotspots can be 
4https://openai.com/index/gpt-4o-system-card/ 

whatever the user wants them to be. Supporting manual additions 
to the VSD provides users the #exibility to add hotspots beyond 
the automatically generated hotspots. The automatically generated 
hotspots may not include all of the hotspots related to the objects, 
activities, or people in the scene which the user may want to use. 

3.2.3 Modify Existing Hotspots. Once the hotspots are generated, 
users can edit hotspots directly in the web interface by clicking on 
the hotspot or delete hotspots which they deem irrelevant or sim-
ply do not want to use. We expected that users would edit hotspots 
to change the content to be more developmentally appropriate, 
personalized, or any other edits they would like to make. 

3.2.4 Drawing Hotspots. Once the user has decided which hotspots 
they want to use for the VSD, they are able to draw the hotspots 
on the selected image using their !nger, a mouse, or a stylus. 

3.3 Interfaces 
There are three primary interfaces in our prototype. The image 
capturing and upload interface, VSD editing interface, and a VSD 
preview interface. Figure 1 shows what these interfaces look like. 
Our prototype was designed to be used on a tablet computer, such 
as an iPad or similar device. 

3.3.1 Image Capturing and Upload Interface. When opening the 
application to con!gure a new VSD, the VSD programmer must !rst 
upload a new image. Users can upload an existing image or take 
a new image using the onboard camera. Currently, the uploaded 
image is not stored on the device or in the cloud. 

3.3.2 VSD Editing Interface. Once the image is uploaded, the page 
for editing the VSD’s hotspots is automatically opened. The editing 
interface consists of three windows: the list of generated hotspots, 
an editing window for hotspots, and the image for users to draw 
hotspots on. There are also options for starting over and creating 
a new VSD and viewing the !nalized VSD an end user would see. 
Each generated hotspot can be deleted if the user does not wish to 
use it. When a user selects a hotspot from the generated hotspots 
window, the editing interface is populated with the hotspot, where 
the user can then edit the text content of the hotspot. Additionally, 
users can choose to add hotspots by pressing the add hotspot button. 
Lastly, when the user selects a hotspot, they can draw the hotspot 
on the image populated in the image window. 

3.3.3 VSD Preview. Once the user has decided to !nalize the VSD, 
they are shown a preview of what an end user of the VSD would 
see. This includes the image with the hotspots they drew on the pre-
vious screen. When the hotspots are pressed, a label containing the 
hotspot text is temporarily overlaid over the image and the hotspot 
content is played aloud. In the current stage of this prototype, we 
do not send this VSD anywhere, it is solely for display purposes. 

4 User Study 
To evaluate our prototype and investigate our research questions, 
we conducted a within-subjects study consisting of two conditions 
for con!guring VSDs. In the control condition, participants con-
!gured two VSDs using Tobii Dynavox’s Snap Scene. In the ex-
perimental condition, participants used our prototype to complete 
the same task. The conditions were counterbalanced to address 
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ordering e!ects, and four images were used to ensure reliability 
across stimuli. 

Snap Scene was selected as a control condition because it is a 
widely available commercial VSD application. Snap Scene is avail-
able on more platforms than iOS, unlike similar VSD applications 
(e.g., GoVisual, Scene Speak5), and it only costs $49.99. In addition 
to being widely used and available, it was also designed based on 
best practices and empirical research within the "eld which found it 
to be e!ective at facilitating social interactions, sharing information 
and expressing needs, integrating new words and concepts, and 
combining words for more complex ideas [45]. 

4.1 Participants 
VSDs have a lot of potential bene"ts for AAC users, especially for be-
ginning communicators [59, 60]. However, the lack of training and 
knowledge of e!ective con"guration of VSDs hinders their more 
widespread adoption [53]. While experts in VSDs have the knowl-
edge for con"guring them, untrained communication partners may 
need additional sca!olding in con"guring e!ective VSDs. We re-
cruited seventeen pre-service speech-language pathologists (SLPs) 
from a large R1 university in the United States. We recruited par-
ticipants using convenience sampling via an email sent to students 
studying communication sciences and disorders. Our inclusion cri-
teria is that they must be studying to become a clinically certi"ed 
SLP (CCC-SLP) and that they have some clinical experience. Based 
on responses to demographic survey questions, only two partici-
pants reported frequently using or observing VSDs being used in a 
clinical setting. Therefore, participants could be considered mostly 
unfamiliar with VSDs. Additionally, none of our participants had 
used the control software before our study. See Table 1 for full 
participant information. 

4.2 Procedure 
The second author of this work, a clinically certi"ed SLP and expert 
on VSDs, ran each user study in-person during September 2024. 
It consisted of three phases (1) information about VSDs, (2) VSD 
con"guration with Snap Scene and our prototype, and (3) an on-
line post-questionnaire. We received ethics approval to run this 
study by our institutional review board (IRB) before running the 
study. Participants signed a consent form before participating in 
our study. Participation was voluntary. After completion of the 
study, participants received information related to programming 
AAC for emerging symbolic communicators that could be useful to 
them in their future careers. 

4.2.1 Information about VSDs. Before beginning the con"guration 
portion of the user study, since our participants were largely unfa-
miliar with VSDs, we provided participants with a broad overview 
of VSDs, including how they are typically used, how images are 
selected for VSDs, and what functions hotspots perform. This in-
cluded the second author providing verbal information along with 
some accompanying images of three example VSDs to demonstrate 
how they are used. After we provided them with this information, 
they were given the opportunity to ask any questions they had 
about VSDs to the researcher running the user study. 

5https://www.goodkarmaapplications.com/scene-speak1.html 

4.2.2 VSD Configuration. Once the participants had information 
about VSDs, we had participants con"gure VSDs with the control 
application (Snap Scene) and our prototype. The order of which 
application was used "rst and which images were used was counter-
balanced across the entire experiment to mitigate any order e!ect. 
For each application, we showed participants a brief video tutorial 
to illustrate how each application worked. Participants con"gured 
VSDs for two contexts: playing and retelling a past activity. These 
contexts were selected because they are common use cases for 
VSDs [19, 55]. For each application, we provided the participant 
with two images (one for each context), each with a case study 
to inform their VSD creation. Case studies are commonly used in 
AAC research to describe AAC users’ language capabilities, needs, 
and goals [45]. In order to ensure that VSD con"guration was as 
naturalistic as possible to re#ect how SLPs currently use VSDs in 
educational or therapeutic contexts, and how that behavior might 
change if they are assisted by AI, we did not inform participants 
about any assessment criteria (see Section 4.4) we used in our anal-
ysis to avoid biasing their use of either system. An example image 
and case study provided to participants in shown in Figure 2. All 
images and case studies we used are provided in Appendix A. 

4.2.3 Post-!estionnaire. Once participants "nished con"guring 
their VSDs, we had them complete a post-questionnaire. Partic-
ipants were asked in the questionnaire to rate their con"dence 
in the VSDs they made with both Snap Scene and our prototype 
using a Likert-scale from “Not at all Con"dent” to “Extremely Con"-
dent”. We then asked participants questions about the relevance and 
appropriateness of the generated vocabulary based o! of question-
naires used by de Vargas et al. [33, 34]. The full post-questionnaire 
is provided in Appendix B. 

4.3 Data Collection 
We collected screen recordings of the VSD con"guration process. 
We used these recordings to obtain information about how long 
VSD creation took and which hotspots were created. Two members 
of the research team reviewed each of the videos carefully capturing 
timestamps for the starting and ending times for each VSD and 
what hotspots were created. For the VSDs con"gured during the 
prototype condition, we also recorded which generated hotspots 
were used, edited, or deleted. Each video was reviewed by two 
members of the research team to ensure there were no mistakes 
in data collection. Additionally, we used the responses to the post-
questionnaire to gain insights on participants’ con"dence when 
making their VSDs and their perceptions on the quality of the 
generated hotspots. 

4.4 Data Analysis 
To analyze the results of our user study we conducted multiple levels 
of analysis, both at the hotspot and VSDlevel. Our hotspot-level 
analysis consisted of analyzing the content of the hotspots using 
part-of-speech analysis [97] and deductive coding using Light’s 
functions of communication framework [58, 97]. We also analyzed 
what automatically generated hotspots participants used, modi"ed, 
deleted, and added when using our prototype. At the VSD-level we 
analyzed the quality of the con"gured VSDs based o! best practices 
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Program 
and Year 

Clinical 
Experience Client Ages Emerging 

Communicators 
VSD 
Experience 

P1 2nd, GR School Young children, 
school-age children, 
transition-age youth, adults 

Occasionally Never 

P2 2nd, GR School, 
private therapy 

Young children, 
school-age children, 
transition-age youth 

Frequently Occasionally 

P3 2nd, GR Hospital Adults Very rarely Never 
P4 2nd, GR Hospital, 

private therapy 
School-age children, 
transition-age youth, 
adults 

Very rarely Rarely 

P5 2nd, GR School, 
private therapy 

Young children, 
school-age children 

Occasionally Occasionally 

P6 2nd, GR School, 
private therapy 

Young children, 
school-age children 

Very frequently Frequently 

P7 2nd, GR School, 
private therapy 

Young children, 
school-age children, 
transition-age youth 

Frequently Occasionally 

P8 4th, UG School, 
private therapy 

Young children, 
school-age children 

Occasionally Occasionally 

P9 3rd, UG School Young children Never Very rarely 
P10 3rd, UG School Young children Occasionally Never 
P11 4th, UG School, 

private therapy 
Young children, 
school-age children, 
transition-age youth, adults 

Frequently Frequently 

P12 3rd, UG Summer camp Young children Occasionally Never 
P13 1st, GR Private therapy Young children, 

school-age children 
Occasionally Occasionally 

P14 1st, GR Hospital Adults Very rarely Never 
P15 1st, GR Hospital Adults Never Never 
P16 2nd, GR School School-age children Frequently Occasionally 
P17 2nd, GR School, 

private therapy 
Young children, 
school-age children, 
transition-age youth, adults 

Frequently Rarely 

Table 1: An overview of the demographic information for the 17 pre-service SLPs that participated in our study. We collected 
data about the number of years they had been in their program, the settings of their clinical experience, the age ranges of their 
clients, whether they work with emerging communicators, and whether they have either used or observed the use of a VSD. For 
the program year, we report which year they are in the program and whether they are undergraduate students (UG) or graduate 
students (GR). 

for VSD creation informed by prior research. We also conducted a 
homogenization analysis of the con!gured VSDs. 

4.4.1 Hotspot Analysis. We analyzed the content of the hotspots 
across both conditions to understand how AI suggestions might 
have impacted the VSDs participants con!gured. This included 
part-of-speech analysis and deductive coding to determine to pri-
mary functions of the hotspots. The part-of-speech analysis and 
deductive coding allowed us to compare the hotspots to understand 
if and how hotspot content di"ered by condition. Additionally, we 
analyzed the interaction logs for the prototype to understand which 
hotspots were added, edited, and deleted from the VSDs. We did not 
conduct analysis of the generated hotspots as this has been done in 
prior work [97]. Our analysis was focused on understanding how 

participants used the generated suggestions in combination with 
the knowledge they had about the hypothetical VSD end users they 
were con!guring based on the case studies provided. 

For the part-of-speech analysis we followed the procedure out-
lined by Zastudil et al. [97]. Each hotspot was split into single words 
to ensure that every part-of-speech was accounted for. The !rst au-
thor then classi!ed each word by its part-of-speech. We conducted 
this analysis to determine how the content and structure of the 
hotspots aligned across the Snap Scene and prototype VSDs. 

We conducted the same deductive coding process outlined by 
Zastudil et al. [97] for the hotspots made with Snap Scene and with 
our prototype. These deductive codes are from Light’s Functions of 
Communication framework [58]: 
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Figure 2: An example VSD image and case study prompt participants used during VSD creation. We provided information 
related to the hypothetical VSD user’s linguistic abilities, communication goals, and personal details (e.g., special interests). 

(1) Expressing Wants or Needs - communication intended to 
make requests 

(2) Information Transfer - communication meant to share 
information with others 

(3) Social Closeness - communication meant to develop or 
maintain relationships 

(4) Social Etiquette - communication meant to convey polite 
terms (e.g., “thank you”, “please”, “hello”) 

We also included an “Other” category to handle communication op-
tions which did not clearly align with these four functions. Two re-
searchers performed the coding and inter-rater reliability was com-
puted in accordance with best practices for qualitative research [68]. 
We computed the inter-rater reliability using Cohen’s Kappa since 
we had two raters and categorical codes [20]. The inter-rater relia-
bility score was 0.66 indicating substantial agreement [54]. 

4.4.2 VSD Analysis. Evaluating the quality of hotspots within a 
VSD is challenging because it is a highly subjective task. There is 
not an agreed upon set of guidelines for creating VSDs; however, 
there are recommendations for VSD con!guration informed by 
prior research. We analyzed the quality of the VSDs con!gured by 
participants according to the guidelines described below: 

(1) Use 2–4 hotspots to ensure that there isn’t too much visual 
stimulation or overlapping hotspots which may overwhelm 
users [41, 87] or result in stimulus over-selectivity [29, 95] 
(i.e., hyper-attentiveness to some stimuli and limited to no 
attention paid to other relevant stimuli [15]). 

(2) Focus hotspots on the people, activities, and social interac-
tions (when applicable) in the scene [44, 96]. 

(3) Use hotspots which align with the users’ communication 
stage and learning goals [44, 61]. This includes using sin-
gle words in hotspots over phrases which can be combined 
together to create more complex phrases [44, 61]. 

Additionally, we analyzed the VSDs con!gured to see if the 
genAI-assistance resulted in more homogeneous VSDs by using 
the homogenization analysis procedure developed by Anderson 
et al. [4]. We computed the sentence embeddings [79] for all of 

the sets of hotspots made across conditions using the Python Sen-
tenceTransformers library [79] with the model all-MiniLM-L6-v2. 
We then calculated the average embedding for all hotspots across 
conditions. Then, we compared each set of hotspots to the average 
embedding using cosine similarity to understand how distinct each 
set of hotspots was from the group. 

5 Results 
We collected a total of 64 VSDs (32 from Snap Scene and 32 from 
our prototype) with 247 hotspots (94 from Snap Scene and 153 
from our prototype). A total of 178 hotspots were generated by 
our prototype, and 118 of those were used either unmodi!ed or 
they were edited. One participant’s data (P5) was removed from the 
study due to a application error with the control software. All of 
the VSDs participants con!gured for both conditions are provided 
in our supplemental material. 

5.1 RQ1: E!ectiveness of Generative 
AI-Assisted VSD Creation 

We found that participants con!gured VSDs more e"ciently in 
terms of time and that they felt more con!dent about the VSDs they 
con!gured with our prototype than the VSDs they con!gured with 
Snap Scene. Overall, we saw that participants used more hotspots 
when creating VSDs with our prototype than with Snap Scene. The 
results of our quality analysis were mixed, with the VSDs con!gured 
with Snap Scene adhering to two out of three best practices, whereas 
our the VSDs con!gured with our prototype only adhered to one 
out of three. 

5.1.1 Time-to-Create VSDs Across Conditions. Participants’ me-
dian time to con!gure a VSD (i.e., time-to-create) VSDs when using 
Snap Scene and our prototype was 77 seconds and 63.5 seconds 
respectively. A Wilcoxon Signed-rank test shows that there is a 
statistically signi!cant e#ect on the prototype on participants’ time-
to-create when creating VSDs (! = 438.5, " = 3.2635, # < 0.05) 
with a medium e#ect size ($ = 0.41). See Figure 3 for a visual 
comparison of participants’ time-to-create across conditions. 
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Figure 3: On average, participants con!gured VSDs faster 
when using our prototype compared to when they used Snap 
Scene. 

Figure 4: Participants’ reported their con!dence levels (on a 
5-point Likert scale). We found that their con!dence levels 
were higher for the VSDs they con!gured using our prototype 
compared to their reported con!dence when con!guring 
VSDs with Snap Scene. 

5.1.2 Confidence in Configured VSDs. Participants ranked their 
con!dence in the VSDs they con!gured along a 5-point Likert scale. 
A Wilcoxon Signed-rank test shows that there is a signi!cant e"ect 
of the prototype on users’ con!dence when creating visual scene 
displays (! = 5, " = →2.8043, # < 0.05) with a medium e"ect size 
($ = 0.496). Figure 4 provides a visual comparison of participants’ 
con!dence across conditions. 

5.1.3 Number of Hotspots Made Across Conditions. Participants 
used, on average, 2 more hotspots per VSD when using our proto-
type (n=153) versus using Snap Scene (n=94). The median number of 
hotspots when using Snap Scene and our prototype were 3 and 5, re-
spectively. A Wilcoxon Signed-rank test shows that there is a signi!-
cant e"ect of the prototype on users’ number of hotspots used when 
creating visual scene displays (! = 5.5, " = →4.5567, # < 0.05) with 
a large e"ect size ($ = 0.57). See Figure 5 for a visual comparison of 
participants’ number of hotspots used per VSD. 

Figure 5: Participants tended to use more hotspots when 
programming VSDs with our prototype than when using 
Snap Scene. 

5.1.4 !ality of VSDs Configured. Overall, we see that !ndings 
for quality were mixed. Our quality measures are outlined in Sec-
tion 4.4.2. For quality measures 1 and 2, Snap Scene outperformed 
our prototype, but for quality measure 3 the prototype outper-
formed Snap Scene. Quality measure 1 is focused on the number of 
hotspots used in VSDs. In the Snap Scene condition, 60.50% of VSDs 
used between 2 and 4 hotspots. In the prototype condition, we saw 
that 40.63% of VSDs used between 2 and 4 hotspots. Quality mea-
sure 2 is focused on the relevance of the hotspots used to the scene. 
In the Snap Scene condition, we saw that 95.74% of hotspots were fo-
cused on the people, activities, or social interactions, whereas in the 
prototype condition we saw that 84.97% of hotspots were focused 
on the people, activities, or social interactions. Quality measure 3 
is focused on the developmental appropriateness of the hotspots 
used. In the Snap Scene condition participants used single-word 
hotspots 78.70% of the time, whereas in the prototype condition, 
participants used single-word hotspots 91.50% of the time. 

5.2 RQ2: Relevance and Appropriateness of 
Generated Hotspots 

Participants felt that the generated hotspots were relevant and 
appropriate for the targeted goals outlined for their VSD creation 
in the case studies we provided them. But there were trends in 
the modi!cations made, including removing irrelevant hotspots 
and editing hotspots to be more personalized or developmentally 
appropriate. 

5.2.1 Participants’ Perceptions of Relevance and Appropriateness. 
Through our post-questionnaire (see Appendix B), we found that 
participants found that our prototype generated hotspots which 
they wanted to use, and did not frequently generate hotspots which 
they did not want to use. Additionally, our participants found that 
the generated hotspots were e"ective in supporting them in creating 
VSDs with hotspots they would use in educational or speech therapy 
and achieving the goals outlined in the case studies provided to 
them in the study (see Figure 6). 

5.2.2 Modifications Required for Prototype VSDs. Our analysis of 
the generated hotspots aligned with our participants’ responses. 
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Figure 6: Participants reported that the automatically generated hotspots were relevant a majority of the time, and felt that 
they would be useful in achieving targeted goals in speech therapy. 

We found that, of the hotspots generated by our prototype (N = 
178), 64.6% of them were directly related to the scene, either about 
the people in the scene or the activity being depicted. However, 
we observed a high frequency of participants modifying generated 
hotspots to further personalize them to incorporate details provided 
to them in the case study (e.g., changing “boy” to the name provided 
in the case study). The other trend we observed was participants 
modifying hotspots to make them more developmentally appro-
priate. Of the modi!cations made by participants (n = 8), 37.5% 
made the hotspots more personalized and 37.5% made them more 
developmentally appropriate. We also found that of the hotspots 
participants deleted (n = 57), 59.6% were not relevant to the scene. 
Lastly, of the hotspots participants’ added (N = 35), 79.41% of them 
added personalized hotspots to the VSD. 

5.3 RQ3: Impact of Generated Hotspots 
VSDs con!gured with our prototype tended to be more homoge-
neous and participants tended to use more unique hotspots when 
using Snap Scene compared to our prototype. Additionally, partici-
pants seemed to rely heavily on the suggestions generated for them. 
We also observed some di"erences in the content across conditions. 
The parts-of-speech widely aligned across conditions, however, we 
saw a decrease in the use of hotspots for social interactions. 

5.3.1 Reliance on Generated Hotspots. Of all of the hotspots gen-
erated by our prototype (N=178), 33.71% were deleted, 4.49% were 
edits, and 61.80% were used unmodi!ed. Generated hotspots com-
posed 77.12% of all hotspots (N = 153) used by participants when 
creating VSDs using our prototype. 

5.3.2 Homogeneity of VSDs Configured Across Conditions. When 
participants con!gured VSDs with our prototype, the hotspots (i.e., 

Figure 7: We found that VSDs that were con!gured with our 
prototype were more homogeneous than VSDs made with 
Snap Scene. The hotspots created with Snap Scene tended 
to diverge more from the average VSD based on semantic 
di"erence. 

communication options) were more similar to the average embed-
ding of all hotspots created across both conditions using cosine 
similarity to the average embedding (¯ ! = 0.39 ± 0.09) compared to 
VSDs con!gured using Snap Scene (¯ ! = 0.46 ± 0.07). We found a 
statistically signi!cant di"erence for the application used on the 
homogeneity of the hotspots created (" (31) = 3.4037, # < 0.05), 
with a medium e"ect size ($ = 0.60), 95% CI[0.26, 1.02], with higher 
homogeneity for VSDs con!gured using our prototype (see Fig-
ure 7). 

5.3.3 Unique Hotspots Used Across Conditions. Across both condi-
tions, 84 out of the total 247 hotspots were unique (34.01%). In the 
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Snap Scene condition 51 of 94 hotspots were unique (54.26%). In 
the prototype condition 56 of 153 hotspots were unique (36.60%). 

5.3.4 Hotspot Content Across Conditions. Through our part-of-
speech analysis we found that the content of the hotspots was 
largely similar across conditions. The hotspots were primarily com-
posed of nouns and verbs in similar proportions in the Snap Scene 
and prototype conditions. The primary di!erence between the Snap 
Scene and prototype conditions was the inclusion of more advanced 
parts of speech (e.g., adjectives, pronouns, prepositions, adverbs, 
and articles) in the Snap Scene hotspots. See Table 2 for full descrip-
tion of the parts of speech used across conditions. 

Through our analysis of the function of the hotspots created 
across conditions, we found that, in both conditions, the hotspots 
participants used heavily focused on information transfer. In the 
Snap Scene condition, however, participants used more hotspots 
focused on social closeness than in the prototype condition. See 
Table 3 for a full description of the functions of the hotspots used 
across conditions. 

6 Discussion 
We conducted a within-subjects user study with pre-service SLPs 
to better understand how our genAI-enabled VSD application pro-
totype, which automatically generates hotspots using a pre-trained 
multimodal LLM, a!ected users’ e"ciency and con#dence in con#g-
uring VSDs. We also conducted analysis about how our prototype 
a!ected three quality metrics, relating to hotspot content, num-
ber of hotspots, and developmental appropriateness of hotspots. 
Our analysis also included a comparison of the content of hotspots 
across conditions and how much users relied on the automatically 
generated hotspots. In the following section, we discuss these re-
sults and the broader implications for our work. 

6.1 Support for Pre-Service SLPs Users in VSD 
Con!guration 

SLPs possess a wealth of knowledge about linguistic and communi-
cation skill development, incorporating AAC interventions to aid in 
developing these skills, and personal information about their clients 
to use these interventions e!ectively. There are a lot of di!erent 
kinds of interventions, and developing knowledge about their ef-
fective use and application may face barriers such as lack of access 
to experts [24], training opportunities [9, 32], and educational op-
portunities [40, 86]. We found that when participants, who were 
largely unfamiliar with VSDs prior to participating in our study, 
con#gured VSDs using our prototype they were faster and more 
con#dent in their VSDs. However, our #ndings regarding quality 
of the VSDs were mixed. The prototype performed better in one 
quality measure, speci#cally developmental appropriateness, but 
worse along others, speci#cally the number of hotspots used and 
the relevance of the hotspots to the scene. This indicates that while 
the use of a VSD creation application with automatically suggested 
hotspots is useful in increases users’ con#dence and e"ciency, it is 
not a perfect solution. 

6.1.1 Pre-service SLPs configure VSDs more quickly. One of the 
main advantages of our prototype was its speed. Compared to Snap 

Scene, a current state-of-the-art tool, our prototype allowed partic-
ipants to con#gure VSDs more quickly. This builds on prior work 
by Caron, Light, and Drager, who found that JIT programming of 
VSDs was more e!ective when there were fewer steps required [18]. 
They demonstrated this with a prototype, EasyVSD, which is what 
Snap Scene was based on. Our prototype further reduces steps by 
automatically producing hotspot suggestions. With our prototype, 
SLPs can quickly evaluate these suggestions and add to them, mod-
ify, or delete them from the scene. By speeding up the process, SLPs 
and communication partners can quickly con#gure VSDs tailored 
to the immediate context which can improve rate of interaction, 
AAC user adoption, and increase the vocabulary with which AAC 
users interact [18, 61]. Building upon work from Fontana de Var-
gas et al. [34], participants reported that the generated hotspots 
were largely relevant to the scene and useful in achieving the goals 
outlined in the case studies we provided them. Participants incorpo-
rated some or all of the automatically generated hotspots in most of 
the VSDs they con#gured (31/32 of VSDs con#gured with our proto-
type). Beyond our participants’ perceptions; however, we observed 
a high incidence rate of the automatically generated hotspots being 
about objects in the background of the images or not relevant to 
the people or activities being depicted in the images. 

6.1.2 Pre-service SLPs are more confident in the VSDs they config-
ure. Participants also reported feeling signi#cantly more con#dent 
about the VSDs they con#gured with our prototype compared to 
Snap Scene. This is important because when a user feels more con-
#dent in their ability to use an application, they are more likely 
to continue using that application. This phenomenon has been 
documented consistently across application domains, such as as-
sistive technology [8, 100], educational technology [63, 83], and 
older adults’ technology adoption [3, 72]. A lack of con#dence has 
been linked to higher rates of abandonment of AAC devices with 
AAC users and their communication partners, often parents [69]. 
Our #ndings indicate that a system such as ours, may be bene#-
cial in helping communication partners feel more con#dent using 
VSDs. Providing initial suggestions of hotspots in our prototype to 
sca!old VSD con#guration may have impacted participants’ per-
ceptions of the di"culty of the task and, in turn, made them feel 
more con#dent in con#guring the VSDs. This has been observed 
in other contexts where JIT sca!olding has increased users’ con-
#dence [7, 43, 65]. Participants did not just feel more con#dent in 
their VSDs, they felt that they would be able to achieve the targeted 
goals of the case studies we presented to them. This feeling of self-
e"cacy in VSD use is promising, because, while the general feeling 
of self-e"cacy and competence in AAC use of SLPs has increased 
in recent years [53], SLPs con#dence in choosing the appropriate 
AAC devices for clients (i.e., feature matching) is not as high [12]. 
Increasing SLPs con#dence and general knowledge in VSDs may 
be a step towards increasing self-e"cacy in feature matching. 

6.1.3 Pre-service SLPs used developmentally appropriate hotspots. 
Participants created more single-word hotspots when using the 
prototype (91.5%) than when using Snap Scene (78.7%), which aligns 
with recommendations for VSD creation [44, 61]. We also saw that 
when participants modi#ed automatically generated hotspots (n 
= 8), they often changed hotspots to be more developmentally 
appropriate (37.5% of the time). By using more single-word hotspots 
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Part of Speech Snap Scene Prototype 

Nouns 64.0% 74.1% 
Verbs 15.2% 15.7% 

Adjectives 8.0% 5.4% 
Pronouns 6.4% 4.2% 

Prepositions 2.4% 0.0% 
Adverbs 0.8% 0.0% 
Articles 1.6% 0.0% 
Other 1.6% 0.6% 

Table 2: Part of speech frequency for the Snap Scene and 
prototype conditions. The use of nouns, verbs, adjectives, 
and pronouns was similar across conditions. However, 
Snap Scene VSDs had more prepositions, adverbs, and 
articles. 

Function Snap Scene Prototype 

Information Transfer 93.6% 98.7% 
Social Closeness 5.3% 0.7% 

Expressing Wants & Needs 0.0% 0.0% 
Social Etiquette 0.0% 0.0% 

Other 1.1% 0.7% 
Table 3: The functions, as described by Light [58], of the 
hotspots used across conditions. We found that, across 
both conditions, participants’ hotspots tended to focus 
on information transfer, however, there was substantially 
less focus on social closeness in the hotspots used when 
con!guring VSDs with our prototype. 

in VSDs, users are able to more !exibly combine a larger variety 
of words to communicate increasingly complex ideas, which is 
supportive of language development and acquisition [76]. 

6.2 Negative Impacts of AI-Suggestions 
In the previous section, we outlined some of the positive e"ects of 
the automatic hotspot suggestions: faster con#guration of VSDs, in-
creased con#dence, and using developmentally appropriate hotspots. 
However, these bene#ts come at a cost. 

6.2.1 Configured VSDs were less aligned with best practices. De-
spite these positive impacts, we also observed some more negative 
e"ects of genAI suggestions. In terms of quality impacts, we saw 
that participants tended to use signi#cantly more hotspots when us-
ing our prototype and use hotspots which were not directly related 
to the scene. This con!icts with best practices from AAC research 
by potentially overwhelming the visual-cognitive processing ca-
pabilities of AAC users. Having too many hotspots can negatively 
impact linguistic development due to the likelihood for stimulus 
over-selectivity and overwhelming end users [29, 41, 95]. By using 
hotspots which are not clearly referring to the people or activities 
within the scene, it circumvents one of the unique attributes of 
VSDs which makes them e"ective for language acquisition, incor-
porating a familiar context to anchor vocabulary [45]. These results 
re!ect the complexity of measuring quality in this context, but also 
raises concerns about just replacing VSD programming software 
with AI-enabled software, as it may lead to overwhelming visual 
cognitive processing. Lastly, we saw that when participants con#g-
ured VSDs using our prototype, in almost every case (98.7% of the 
time) the hotspots were meant to convey information and rarely 
develop social closeness (0.7% of the time). When using Snap Scene, 
participants used proportionally more hotspots intended to develop 
social closeness (5.3% of the time). VSDs have been shown to be 
e"ective in supporting social engagement between the VSD users 
and their communication partners, speci#cally their peers [55, 56], 
so it is an important function to retain in VSDs. While this might 
be addressed by further re#ning the prompts for the genAI models, 
there currently exist misalignments between model behavior and 
best practices which need to be mitigated before focusing on as-
pects like prompt engineering. There may be interaction methods 
informed by prior HCI research which can be implemented to apply 

checks to ensure appropriateness and quality when con#guring 
VSDs. One example of such an intervention could be to include 
prompting the users to re!ect [42] upon their created hotspots 
based on best practices and whether or not they have included 
personalized hotspots and hotspots for social closeness. 

6.2.2 Pre-service SLPs relied heavily on AI suggestions. Through 
our analysis of how many of the generated hotspots were edited 
or deleted or when new hotspots were manually added, we saw 
that participants exhibited signs of over-reliance on the generated 
suggestions. Participants often accepted the hotspots suggested 
without any modi#cations (61.80% of generated hotspots). Gener-
ated hotspots, included those which were edited made up 77.12% of 
all of the hotspots created when using our prototype. Only 22.88% of 
the total hotspots made using our prototype were manually added 
by our participants. This could be related to participants having 
a false sense of con#dence in the genAI to generate high-quality 
suggestions [52]. Although our intention was for participants’ to 
use the generated hotspots as a starting point for their VSD cre-
ation, it is not unexpected that they over-relied on the automated 
hotspots. This commonly occurs in genAI-powered systems used 
by non-experts for complex tasks [17, 77]. Over-reliance on AI is 
a well-studied phenomenon, and there are multiple approaches 
which have been validated to combat over-reliance. A potential 
solution could be to implement a validation step which checks a 
user’s con#gured VSD against best practices and explains [91] what 
changes should be made. 

6.2.3 Communication options were more homogenous. The last and 
potentially most impactful negative impact we saw observed was 
the increased homogeneity and reduction of unique hotspots of 
VSDs con#gured with our prototype. Increased homogeneity when 
using genAI-powered systems has been observed in the context of 
using genAI as a creativity support tool [4]. This homogenizing 
e"ect has been observed in other contexts as well, including writ-
ing [1, 10], crowdworker output [92], and people’s opinions and 
beliefs [30, 50, 93]. As previously mentioned, the reason why VSDs 
are engaging and e"ective for users is that they are personally rele-
vant, and just-in-time programming has enabled communication 
partners to speci#cally tailor the VSDs for users [19, 28, 45], some-
times with input from the VSD users themselves [46]. Evidence of 
homogenization of VSDs is potentially harmful, as homogenized 
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VSDs represent a narrower range of options that can be communi-
cated. It is important to o!er a diverse range of options to support 
broader expression via VSDs. The goal is to expand communica-
tion, and it is problematic if integrating AI into VSDs inadvertently 
limits it. The inadvertent homogenization e!ect of genAI has lead 
to many researchers to call for solutions to mitigate this homoge-
nization [1, 4], and more research needs to be done to understand 
how to apply these potential solutions to AI-enabled AAC devices. 

6.3 Addressing the Risks of AI in AAC Devices 
In the previous sections we discussed some of the positive and neg-
ative "ndings of using genAI in our VSD con"guration prototype. 
While there were some positive impacts of using our prototype -
increased e#ciency, con"dence, and the use of developmentally ap-
propriate hotspots - there are important negative impacts, such as 
over-reliance and homogenization which are known in design and 
education contexts, but have been overlooked in previous studies 
of AI-enabled AAC devices [34, 89]. 

Because of these newly discovered issues, this prototype could 
be potentially useful in an educational context for sca!olding VSD 
creation rather than requiring pre-service SLPs to start from scratch. 
Training is a really important part of self-e#cacy and the e!ective 
use of AAC devices [21, 32]. Introducing this as a training tool 
could make it easier for pre-service SLPs to develop con"dence and 
familiarity in using VSDs while helping professionals and experts 
to train and correct pre-service SLPs with some of the best practices 
we have discussed. But the same problems remain for in many AI 
systems: over-reliance [35, 49, 98], homogenization [1, 10, 30, 50, 93], 
and a lack of critical engagement [73, 77, 90]. 

Researchers have previously advocated for the integration of AI 
into AAC by presenting positive empirical outcomes [34, 89]. How-
ever, our "ndings o!er a more nuanced perspective that reiterates 
some of the positive aspects while also identifying potential pitfalls. 
We identi"ed a potential risk of over-reliance on AI suggestions 
where participants passively accepted suggestions without mod-
ifying them. We also identi"ed tradeo!s between e#ciency and 
quality. Participants were more con"dent when using AI sugges-
tions in our study despite mixed "ndings regarding the quality of 
VSDs generated with AI support. Trusting that the suggestions are 
good when they are not, in the case of AAC, can signi"cantly harm 
users’ linguistic and social development. By providing communica-
tion options that are not related to scene or by overwhelming users 
with too many communication options, it reduces the usefulness of 
AAC devices [11], which can also risk the abandonment of AAC 
devices entirely [11]. 

Finally, we observed that the hotspots created with AI assistance 
tended to be more homogeneous. Given that AAC devices are most 
e!ective when carefully personalized to the user, this homogeniza-
tion is problematic because it essentially represents sensible de-
faults. The homogenizing e!ect of genAI that we observed presents 
a disturbing trend - the creation of VSDs and potentially other AAC 
displays which are becoming more and more similar. The bene"t 
of JIT programming of AAC displays is that they can be incredibly 
personalized to each user [44]. Using JIT programming to con"gure 
less unique AAC displays results in a display that is more similar 
to a default display, which are not as useful to anyone. 

7 Limitations and Future Work 
While the core functionality (i.e., taking or uploading an image, 
manual creation and editing of hotspots) of the two application 
used in our study was the same, there are minor di!erences (e.g., 
icons, fonts) which may impact the usability of our prototype as 
compared to Snap Scene. Additionally, our user study only included 
one group of communication partners, pre-service SLPs. Future 
work could also include other communication partners such as 
parents, caregivers, and friends. We hypothesize that the trends of 
over-reliance and homogenization would be more apparent with 
these communication partners, as pre-service SLPs contain spe-
ci"c knowledge about how language and communication skills are 
developed. 

Our prototype represents a lower bound for how AI might be 
integrated into AAC, speci"cally VSDs. With more carefully crafted 
guardrails, some of the issues we identi"ed in this study (e.g., over-
reliance, homogeniety) might be mitigated. For example, through 
more advanced prompting techniques (e.g., self-critique [67]), ho-
mogeneity could be reduced; however, given the propensity for 
over-reliance, this approach gives more agency to the AI. Future 
work is necessary to re"ne our prototype and add in interactive 
features that would better support the con"guration of high-quality 
VSDs. 

8 Conclusion 
VSDs have been shown to be e!ective for many communicators 
who use AAC devices; however, there are many barriers which 
prevent their widespread adoption outside of clinical contexts. The 
primary barrier is that they are di#cult to con"gure for communi-
cation partners who are not experts in VSDs and JIT con"guration. 
We developed a prototype VSD which uses genAI to sca!old the 
con"guration process. We evaluated this prototype with 16 pre-
service SLPs with mixed results. We found that while our prototype 
increases users’ con"dence and self-e#cacy, we see substantial neg-
ative impacts related to over-reliance on AI suggestions, divergence 
from best practices in VSD creation, and homogenization of VSDs 
con"gured with the support of AI. 
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A Images and Case Studies Used for VSD 
Creation 

VSD 1. Children Playing in a Sandbox. (see Figure 8a) “Imagine 
you took this photo to create a VSD for the child in the yellow shirt. 
He is a 7 year old on the autism spectrum. His goals in therapy are 
focused on building an expressive and receptive single word vocab-
ulary, as his parents and professionals estimate that he understands 
about 25 words and spontaneously communicates about 10 words. 
He loves all forms of vehicles and playing with his sister Cara, also 
pictured.” 

VSD 2. Children Petting a Chicken. (see Figure 8b) “Imagine 
the parent of the girl in the yellow shirt in this photo sent the photo 
to you to create a VSD of a fun moment from the weekend. She 
is a 4 year old on the autism spectrum. Her goals in therapy are 
focused on expanding her receptive and expressive single word 
vocabulary (estimated around 150 words) and the emergence of 
two-word combinations. She loves all animals and spending time 
with her friend Dean, also pictured.” 

VSD 3. Children Playing with Blocks at a Table. (see Fig-
ure 8c) “Imagine you took this photo to create a VSD for the child 
in the red plaid shirt. He is a 9 year old on the autism spectrum. 
His goals in therapy are focused on building a single word vocabu-
lary because his estimated receptive word knowledge to be fewer 
than 50 words and his spontaneous use of words expressively is 
limited (about !ve words). He loves colorful toys and all building-
based toys. He also enjoys playing with his little cousin Jonas, also 
pictured.” 

VSD 4. Children Riding a Carousel. (see Figure 8d) “Imagine 
the parent of the girl in the white shirt in this photo sent the photo 
to you to create a VSD of a fun moment from the weekend. She is a 
6 year old on the autism spectrum. Her goals in therapy are focused 
on expanding her single word vocabulary (expressive and receptive) 
as she is estimated to understand about 250 words and use about 
50 spontaneously. Her therapy is also focused on the emergence of 
two-word combinations. She loves animals and spending time with 
her big brother, Sam, also pictured.” 

B Post-Questionnaire 
Participants were asked to rate their agreement to the following 
statements at the conclusion of our user study. Each statement was 
accompanied by a 7-point Likert scale for measuring agreement 
(Strongly agree, Agree, Somewhat agree, Neither agree or disagree, 
Somewhat disagree, Disagree, Strongly disagree). 

(1) The generated vocabulary included words I wanted to use. 
(2) The generated vocabulary included words I did not want to 

use. 
(3) The generated vocabulary included words I would not have 

thought of that are relevant. 
(4) The generated vocabulary included words which were re-

dundant. 
(5) The vocabulary generated included words I would target 

during educational and/or speech therapy. 
(6) Overall, the vocabulary generated was e"ective in helping 

me achieve targeted goals. 
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(a) VSD 1. Children playing in a sandbox. (b) VSD 2. Children petting a chicken. 

(c) VSD 3. Children playing with blocks at a table. (d) VSD 4. Children riding a carousel. 

Figure 8: All four VSD images we used in our user study. 


