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Abstract
Misinformation on social media poses significant societal chal-
lenges, particularly with the rise of large language models (LLMs)
that can amplify its realism and reach. This study examines how
adversarial social influence generated by LLM-powered bots affects
people’s online information processing. Via a pre-registered, ran-
domized human-subject experiment, we examined the effects of
two types of LLM-driven adversarial influence: bots posting com-
ments contrary to the news veracity and bots replying adversarially
to human comments. Results show that both forms of influence
significantly reduce participants’ ability to detect misinformation
and discern true news from false. Additionally, adversarial com-
ments were more effective than replies in discouraging the sharing
of real news. The impact of these influences was moderated by po-
litical alignment, with participants more susceptible when the news
conflicted with their political leanings. Guided by these findings,
we conclude by discussing the targeted interventions to combat
misinformation spread by adversarial social influences.
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1 Introduction
The prevalence of misinformation on social media has become a
critical concern. By leading people to make inaccurate judgments
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about the veracity of information, misinformation distorts individ-
ual user’s understanding and creates significant societal challenges,
such as increased polarization [40]. Traditionally, human workers
are engaged to create and spread such content [13]. Some form
of automation is also used to create and post content using so-
cial bots [2]. As technology advances, however, the automation
of such actions have become increasingly sophisticated. The rise
of generative AI, particularly large language models (LLMs), has
further exacerbated this issue by making it easier to create and
disseminate information at an unprecedented scale that resemble
human-written content [5]. This enables the creation of realistic
sock puppet accounts that may not be easily differentiated from
a real human user [27]. In response, various strategies have been
proposed to combat fake news content generated by LLMs [5].

However, the dynamics of misinformation propagation in real-
world environments are more complex than the mere generation
of misleading content. Beyond crafting the deceptive news con-
tent itself, another critical tactic involves creating social influence
through bots. For example, social bots on platforms like Twitter
were programmed to present certain viewpoints, thus making mis-
information appear credible and trustworthy, further complicating
efforts to combat its effects [37]. The rise of LLMs introduces the
risk of significantly boosting the efficacy of such bots by making the
creation much easier and addressing issues of previous bots, whose
manually created homogeneous posts make them easily detected
by algorithms [31]. Specifically, the vivid and realistic social bots
driven by LLMs can act to be “adversarial” to the actual veracity
of the news. That is, they can amplify the impacts of fake news by
persuading people that it is true or undermine real news by spread-
ing doubts about its veracity. Thus, in response to such potential
malicious operations, our goal is to answer this question: How
does the presence of LLM-driven adversarial social influence
affect people’s detection and spreading of misinformation?

There are reasons to conjecture the answer either way. On one
hand, the manipulated adversarial social influence creates the il-
lusion of a dominant view within the small community that con-
tradicts the actual veracity of the news. This leads to real users
following suit, resulting in the user’s opinion converging with the
existing trend of adversarial opinions [21]. On the other hand, users’
confirmation bias usually leads them to prioritize their own opin-
ions [18]. For instance, when consuming partisan news, users often
place greater weight on the alignment between the news and their
political beliefs than on the content itself or others’ opinions. Thus,
it is unclear whether people are able to insist on their judgments
or maintain capabilities to differentiate real and false information
under adversarial social influence.
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To thoroughly understand the impacts of LLM-driven adversar-
ial social influence on information spread, we conducted a pre-
registered, randomized, human-subjects experiment on Prolific, re-
cruiting 176 participants to review news stories. Our experiment cre-
ated the adversarial social influence generated by LLM-empowered
bots. Specifically, adapting from users primary interactions on social
media platforms when doing information processing, we consider
two forms of adversarial social influence: either the social bots
express adversarial opinions against the actual news veracity by
making new comments, or replying to existing comments. Our re-
sults show that the presence of both formats of adversarial social
influences significantly reduces people’s capabilities in detecting
misinformation. Furthermore, both formats of social influences
make people less willing to share real news, thus being less dis-
cerning in their engagement with real and fake news. Notably, the
adversarial influences introduced through new comments had more
prominent effects in discouraging participants from sharing real
news. Further analysis reveals that these impacts are moderated
by the alignment between participants’ political leanings and the
news. Adversarial social influences primarily undermine people’s
capabilities of misinformation detection when participants’ politi-
cal leanings differ from the news content. Together, these results
highlight both the risks of potential malicious operators mislead-
ing people on social media platforms by using adversarial social
influences and a route of future work to develop interventions to
combat misinformation.

2 Related Work
2.1 Misinformation and LLMs
Misinformation is a global concern. As misinformation infiltrates
public discourse, the truth can be undermined and trust eroded,
causing perceptions of reality to be more polarized with potentially
far-reaching societal impacts. The consequences of misinformation
observed over the years have sparked greater examination of the
issue. Misinformation has been found to influence electoral [1] and
public health [19] outcomes with false and misleading content lead-
ing to misinformed beliefs and widespread confusion and panic. In a
study where participants were exposed to inaccurate content, they
became confused and doubted their understanding, even when pos-
sessing prior knowledge, and relied on the falsehoods in their sub-
sequent decision-making [35]. Even when exposed to corrections,
people continued to be influenced by misinformation [11]. Misin-
formation is a multi-faceted issue fraught with several challenges,
and these have only been further escalated by recent technological
developments.

Since early 2023, there has been a sharp rise in the amount of
AI-generated multimedia misinformation on the internet [9], driven
by the generative capabilities of LLMs [4, 22, 23]. Beyond producing
misinformation, generative AI is being used to amplify propaganda
and facilitate censorship [36]. The increasing accessibility and per-
formance of large language models have raised concerns about the
impact it has. In a survey across 29 countries, 74% of people think
that AI makes it easier to generate fake content that is realistic, and
less than half are confident that the average person can differentiate
real news from fake news [10]. Generative AI has raised the stakes

of misinformation, and it remains even more relevant to understand
and address it.
2.2 Social Bots
Social bots have been used to spread false and polarizing content
on social media [12]. These have been extensively documented
in studies on disinformation campaigns. Bots were observed to
create and promote violent content based on the polarized stance
of Independentist influencers that subsequently led to online social
conflict during the 2017 Catalan referendum [38]. In a large-scale
study on Twitter messages between 2016 and 2017, social bots were
found to be highly active in spreading low-credibility content in the
early stages before the content went viral and to target influential
users by mentioning and replying to them [37].

Social bots have become increasingly sophisticated following
technological advances in LLMs, raising concerns on the ways that
they can be used for malicious purposes such as automated influ-
ence operations [15]. Kreps et al. [20] found that people were largely
unable to differentiate between texts generated by AI and humans,
perceiving them to be similarly credible. From their findings, they
cautioned that the public’s credulity can be manipulated with AI-
generated content being used by malicious actors to sow confusion
and undermine trust in democratic institutions.We explore whether
having LLM-generated comments that are adversarial to the news
impacts people’s ability to judge them.
2.3 Social Influence
Social influence, where an individual’s interactions with others
affect their thoughts and behaviors, can play a part in the formation
of opinions online [6, 29, 34]. On social media and forums, platform
features such as comments, replies and the number of likes and
shares signal public opinion that can shape an individual’s world-
view [7]. A well-investigated phenomenon of social influence is
social network homophily [26], whereby people have a tendency to
seek out those like them, joining groups to find others with similar
interests, and following like-minded users on social media.Social
influence can also lead to the opposite scenario. A study on the
conformity to other users’ views on fake news found that users
who saw critical comments had a lower propensity to make positive
comments and share the fake news as compared to when seeing
supportive comments [8].

The perceptions of others and the interactions with them on
social media can influence one’s attitudes and behavior. This quality
has formed the foundation of influence campaigns. With social bots
powered by LLMs that can interact in a human-like fashion, social
influence can be shaped to fulfill private agendas, and due concern
has been raised on LLMs’ capability to effectively manipulate public
opinion through misinformation [3, 27]. We thus look at whether
different ways in which the LLM-generated content is delivered
would be more impactful.

3 Experiment Design
To investigate the effects of LLM-driven adversarial social influ-
ences on people’s online information processing, we conducted a
pre-registered1, randomized human-subject experiment on Prolific.

1The pre-registration document can be found at https://aspredicted.org/98yb-bnct.pdf.
The experiment is approved by the IRB of the author’s institution.

https://aspredicted.org/98yb-bnct.pdf
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Peer Social Influence Adversarial Comments Adversarial Replies

Human-generated Social Influence
LLM-generated Social Influence
(Arguing that this news is real!)

Fake
News!

(a) An example of the news story and the social influences.

(b) The interface tomake new com-
ments, report the news veracity
judgment, and intention to share.

Figure 1: The interface used in the experiment. Fig. 1a shows an example news story with a headline and an image. A comment
section is below where the social influence is presented. Participants see only one of the three conditions of the comments
section depending on the treatment. Fig. 1b is shows the part of the interface for participants to make new comments on the
news and report their news veracity judgment and intention to share the news

3.1 Experiment Tasks
Participants were recruited to review news stories using a forum-
based web application (Figure 1). In each task, a random piece of
news from our dataset was presented to the participant. The partic-
ipant was asked to carefully review the news and the opinions of
other participants who reviewed it before them. They could volun-
tarily choose to reply to existing comments or add new comments
to express their opinions. Then, the participant was asked to make
a binary judgment on the veracity of the news (Real/Fake). Finally,
they indicated how likely they would share the news through their
social media accounts on a 7-point Likert scale between 1 (very
unlikely to share) to 7 (very likely to share).

Each news was drawn from a dataset of 30 pieces of political
news, where 17 pieces were real and fact-based, and the rest con-
tained false information. The veracity of real news was confirmed
by cross-checking with reliable media outlets, while fake news was
either disputed by authoritative sources (e.g., fact-checking sites) or
conflicted with verified information. Through a pilot study to assess
our news dataset, we found that people’s independent accuracy in
determining the veracity of each news in our dataset was mostly
between 50% and 70%, suggesting that people have difficulty in
determining the actual veracity of the news on such news. As a
result, they may naturally be influenced by social influences, which
fits the purpose of our experiment well.

3.2 Experiment Treatments
By varying the composition and presentation of social influences,
we created three treatments in our experiment.

• Control (Peer Social Influence): The social influence consists
of three comments on the news story, all generated by human
participants.

• Treatment 1 (Adversarial Comments): The social influence
consists of six comments on the news story, including three
human-generated comments and three comments generated

by LLM-powered bots. The bot-generated comments express
opinions opposing the true veracity of the news.

• Treatment 2 (Adversarial Replies): The social influence con-
sists of three human-generated comments and three bot-
generated replies to these comments. The bot-generated
replies either refute or agree with the human-generated com-
ments while expressing opinions opposing the true veracity
of the news.

The Peer Social Influence treatment was designed to simulate a
scenario in which no bots are involved in people’s news-reviewing
procedure; people review the news and, at the same time, are po-
tentially influenced by only other human users. Meanwhile, the
other two treatments each pictured one potential way that bots
could behave on the social media platform to create misleading
social influence: to make news comments to the news story or to
reply to existing comments. In both types of behaviors, the bots
are prompted to explicitly express opinions contrary to the news
stories’ veracity. For instance, if the news is fake, the bot will argue
that the news is actually real, and vice versa. Similarly, when the
news is fake and there exists a comment arguing that the news is
fake, the bot will reply to the comment and refute it, thus arguing
that the news is actually real. Thus, the LLM-driven adversarial
social influences intentionally seek to distort people’s perceptions
of the news. In practice, we used a pilot study asking participants
to freely comment on the news stories to build the peer social in-
fluence, and used OpenAI’s GPT-4o [30] to build a series of bots to
create adversarial social influences.

3.3 Experiment Procedure
We posted our experiment as a crowdsourcing task on Prolific to U.S.
workers only. Upon arrival, participants were randomly assigned
to one of the three treatments. They were told to complete 10 tasks
to review 10 pieces of news stories together with other Prolific
workers. Before the formal experiment, participants also needed to
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(a) Accuracy (b) Intention to Share: Real News (c) Intention to Share: Fake News

(d) Truth Discernment (e) Sharing Discernment

Figure 2: The impacts of adversarial social influence (i.e., adversarial comments and adversarial replies) on participants’ ability
to detect misinformation and their intention to spread information in the experiment. Error bars represent the standard errors
of the mean.

complete: (1) a consent form, and (2) select an avatar and username
to represent themselves in the experiment.

As participants entered the actual experiment, 12 tasks were
selected for them to complete. To minimize the chance that partici-
pants were misled by the fake news they reviewed, we debriefed
them on the ground truth veracity for each news after all the tasks
were completed. To filter potential spammers, we also included an
attention check question2, and only those who passed were consid-
ered valid. The base payment for participating in the experiment
was $1.2. To encourage participants to analyze the veracity of the
news in each task carefully, they could earn a bonus of 5 cents for
each correct judgment that they made if the accuracies of their final
veracity judgments were over 65%. Thus, participants could receive
a bonus payment up to $0.6.

We also had a post-survey to collect participants’ demographic
information. Specifically, we incorporated a series of measurements
widely used in prior work that have been shown to impact people’s
information processing, especially in the context of partisan news
reviewing, including the cognitive reflection test [14], misinfor-
mation susceptibility test [25], and the political standing survey
(i.e., self-identified political leaning of Republican, Democrat, or
Independent) [28]. A compensation of $0.5 was provided.

3.4 Analysis Methods
The main independent variable in our analysis is the experimental
treatment that a participant was assigned to. To understand the
effects of the presence and presentation format of adversarial social
influence on people’s perceptions of and willingness to engage with
information, we pre-registered the following dependent variables:
(1) the accuracy of a participant’s judgment on the news veracity,
and (2) truth discernment, which was calculated as a participant’s

2In the attention check question, we asked participants to determine whether the
statement "Washington DC is the capital city of the USA" is real or fake.

frequency of labeling a piece of real news as "Real" minus the partic-
ipant’s frequency of labeling a piece of fake news as "Real" in their
judgments. Unlike accuracy, this truth discernment metric captures
how much more a participant believes true information relative to
false information and, therefore, reflects the participant’s sensitivity
to distinguish true and false information. Both are well-adopted
measurements in misinformation interventions research [16, 32].

3.5 Results
In total, we collected data from 176 participants (48.3% self-identified
as male, 44.9% self-identified as female, and the most frequent age
group reported by subjects was 25-34). In what follows, we analyze
the data obtained from the experiment to examine the effects of the
LLM-driven adversarial social influences.
Effects of LLM-driven Adversarial Social Influences We be-
gin by examining whether adversarial social influence affects in-
dividuals’ ability to judge the veracity of news. Figures 2 com-
pare participants’ overall accuracy in judging news veracity and
their ability to discern true versus false information. The figures
clearly show that the presence of adversarial social influence re-
duces both people’s accuracy in identifying misinformation and
their sensitivity in differentiating true and false information. The
ANOVA results confirm that such a decrease is significant for
both people’s veracity judgments accuracy and truth discernment
(Accuracy: 𝐹 (2, 1933) = 12.28, 𝑝 < 0.001, Truth Discernment:
𝐹 (2, 175) = 8.13, 𝑝 < 0.001). Post-hoc Tukey HSD results further
reveal that the effect of adversarial comments (Accuracy: 𝑝 < 0.001,
Cohen’ 𝑑 = 0.24, Truth Discernment: 𝑝 = 0.003, Cohen’ 𝑑 = 0.61)
and adversarial replies (Accuracy: 𝑝 < 0.001, Cohen’ 𝑑 = 0.26,
Truth Discernment: 𝑝 < 0.001, Cohen’ 𝑑 = 0.73) both lead to signif-
icant decreases in people’s capabilities in detecting misinformation
compared to the control treatment.

Next, we explore participants’ willingness to engage with the
news. Our results in Figure 2 show that adversarial social influence
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(a) Accuracy:
Political Leaning Aligned

(b) Truth Discernment:
Political Leaning Aligned

(c) Accuracy:
Political Leaning Conflicted

(d) Truth Discernment:
Political Leaning Conflicted

Figure 3: The impacts of adversarial social influences (i.e., adversarial comments and adversarial replies) on participants’ ability
to detect misinformation when their political leanings are aligned or conflicted with the news content. Error bars represent the
standard errors of the mean.

primarily reduces participants’ intentions to share real news, while
its effects on fake news are limited. The one-way ANOVA results
confirm the significant differences in people’s intention to share
real news across the treatments (𝐹 (2, 1072) = 17.09, 𝑝 < 0.001);
meanwhile, adversarial information did not make people change
their intention to share fake news (𝑝 > 0.05). Furthermore, the post-
hoc analysis results show that adversarial replies decrease people’s
intention to share the news compared with those in the control
treatment (𝑝 = 0.03, Cohen’ 𝑑 = 0.19). Furthermore, adversarial
comments have a significant impact on people’s engagement with
the news. Specifically, it makes people less willing to share real
news, compared to both the control treatment (𝑝 < 0.001, Cohen’
𝑑 = 0.44) and the people under adversarial replies (𝑝 = 0.02, Cohen’
𝑑 = 0.26). Due to such a reduction of willingness to share real news,
we also find a significant difference in participants’ tendency to
share real news over fake news, as measured by the sharing dis-
cernment (𝐹 (2, 175) = 6.61, 𝑝 = 0.002). The results show that when
participants are affected by adversarial influences, they possess a
significantly lower sharing discernment than those in the control
treatment (Adversarial Comments: 𝑝 = 0.002, Cohen’s 𝑑 = 0.68,
Adversarial Replies: 𝑝 = 0.02, Cohen’s 𝑑 = 0.52).

Overall, adversarial social influence significantly impacts the
spread of information, though the effects vary depending on how it
is presented. Both adversarial comments and replies reduce partici-
pants’ ability to detect misinformation and distinguish true news
from false news. Importantly, despite both adversarial comments
and replies making people less discerning in engagement with
real and fake news, adversarial comments have a more substantial
negative effect on decreasing people’s tendency to share real news.
How Do Adversarial Social Influences Affect People’s Capa-
bilities to Detect Misinformation? Our findings indicate that
both forms of adversarial social influence negatively impact indi-
viduals’ abilities to detect misinformation and appropriately share
information. As we previously noted, people could possess con-
firmation bias when judging information veracity. Such biases in
this context of reviewing partisan news could refer to their own
political leaning or whether their political leaning is aligned with
the news content. Although our results did not show that people’s
own political leaning is strong enough to resist adversarial social in-
fluences, we considered the possibility that political leanings might
moderate the effects of these influences.

To explore this, we divided the data into two subgroups based on
the alignment between the participants’ political leanings and the

political leanings of the news stories they reviewed. This alignment
was measured using a partisan alignment value, calculated as the
proportion of survey questions in which participants favored the
political party aligned with the news item’s leaning, divided by
the total number of political stance questions. We then divide the
data according to whether the alignment value is greater than the
median alignment value of the full data (𝑀𝑒𝑑𝑎𝑙𝑖𝑔𝑛𝑚𝑒𝑛𝑡 = 0.5), thus
obtaining two subgroups, Aligned and Conflicted. We then repeat
the analysis to examine how adversarial social influences affect
people’s capability to detect misinformation in the two conditions,
respectively.

As shown in Figure 3, despite the trend, when people’s polit-
ical leaning is aligned with the news’s leaning (i.e., the Aligned
group), their capability to detect misinformation is not significantly
affected by the adversarial social influence (Accuracy: 𝑝 > 0.05).
Though an overall significant difference is detected in people’s truth
discernment across three treatments (𝑝 = 0.041), post-hoc analysis
indicates no significant differences between any pair of treatments
in this group (𝑝 > 0.05). However, different patterns emerge in the
Conflicted group, where participants’ political leaning is different
from the news leaning, we found that both types of adversarial
social influences significantly harm people’s capability of detecting
misinformation, both in terms of accuracy (𝑝 < 0.001) and truth
discernment (𝑝 = 0.0048). The post-hoc analysis further reveals
that both adversarial social influences create a significant reduction
in people’s capability to detect misinformation, both in terms of
accuracy (Adversarial Comments: 𝑝 < 0.001, Adversarial Replies:
𝑝 < 0.001) and truth discernment (Adversarial Comments: 𝑝 = 0.02,
Adversarial Replies: 𝑝 = 0.006).

These findings suggest that the impact of adversarial social in-
fluences in reducing individuals’ ability to detect misinformation is
more prominent when there is a conflict between people’s political
leanings and the political leaning of the news content in the context
of reviewing partisan news. A plausible explanation is that, in such
cases, adversarial social influences actually align with the people’s
political stance, making them appear more credible and convincing.
Therefore, it indicates that such adversarial influences may exploit
the cognitive dissonance or uncertainty arising from conflicting
leanings, leading to a greater susceptibility to misinformation.
Moderating Effects of Individual Factors As we previously
revealed, certain individual differences, exemplified by political
alignment, could probe into how adversarial social influence affects
people’s ability to detect misinformation. To formally investigate
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Idp Variable/Dep Variable 𝑦 = Final Accuracy
Intercept (𝛽0) 0.32

Ad Comment (𝛽1) −0.76∗∗ Ad Comment: Political Alignment (𝛽5) 0.59
Ad Replies (𝛽2) −0.87∗∗ Ad Comment: CRT (𝛽6) −0.01

Political Alignment (𝛽3) −0.53 Ad Replies: Political Alignment (𝛽7) 0.79∗

CRT (𝛽4) 0.18∗ Ad Replies: CRT (𝛽8) −0.02
Table 1: The regression for understanding how the political alignment between participants and news content, and participants’
cognitive reflection test results moderates the impacts of adversarial social influences on people’s veracity judgment accuracy.
∗,∗∗ ,∗∗∗ represent significance levels of 0.05, 0.01 and 0.001.

the potential moderating effects of such contextual factors in in-
formation processing, we conducted a moderation analysis. This
analysis involves a logistic regression, using participants’ misinfor-
mation detection accuracy (i.e., correct or not) as the dependent
variable and the experimental treatments as independent variables,
moderated by the individual factors. In addition to the political
alignment discussed in the previous section, we incorporated par-
ticipants’ scores on CRT.

As shown in Table 1, we can first confirm the negative impacts
of adversarial social influences on people’s misinformation detec-
tion accuracy (𝛽1 < 0, 𝛽2 < 0). Political alignment moderates these
effects, making adversarial influences less effective when partic-
ipants’ political leanings align with the news and more effective
when leanings differ (𝛽5 > 0, 𝛽7 > 0). Such moderation is statisti-
cally significant when adversarial social influences are introduced
by bots replying to existing comments (𝑝 = 0.041). Additionally, the
CRT results reveal a main effect, showing that individuals with a
stronger tendency for analytical thinking are better at distinguish-
ing real from fake news. Notably, CRT scores do not interact with
adversarial social influences (𝛽6, 𝛽8, 𝑝 > 0.05), indicating that main-
taining analytical thinking is consistently effective in helping to
detect misinformation even under adversarial social influences.

4 Directions for Future Work
Finding that social influence by bots affect people’s views of news
stories, we propose possible future directions.
Bot Indicators Drawing from a body of work on accuracy prompts
that shift people’s attention towards being accurate in assessing
online content [33] and literacy interventions that aim to improve
people’s knowledge of online media [17], we propose placing a
page that describes what LLMs are capable of, such as fluent nat-
ural language and extensive world knowledge. Another possible
intervention borrows the concept of credibility indicators [24, 42],
where instead of automatically labeling the veracity of content, the
focus is on whether or not the content was detected to be LLM-
written. These interventions aim to raise the users’ caution towards
the presence of content generated by bots.
Adaptive Intervention based on Contextual Information Our
moderation analysis shows that adversarial social influences show
prominent effects when people have different political leanings
than the news. Conversely, when people have the same political
leaning as the news, they possess better capabilities to detect mis-
information. Malicious actors may exploit such polarized scenarios
to deploy adversarial social influences. In response, it could be

effective to implement adaptive credibility indicators that dynami-
cally activate in contexts of conflicting political leanings, aiming
to reduce the influence of adversarial social influences in polarized
environments.
Improve Misinformation ResistanceWhen added as a covariate
to the regression analyses, we found that the incorporation of MIST
measures [25] (i.e., capabilities to judge news veracity without social
influence) also impacts the ability to detect fake news. People who
were less susceptible to misinformation were also more resistant
towards social influence in the comments. The literature points
towards various factors that make people more discriminate of
news. This includes having greater numeracy skills and stronger
analytical reasoning, among others [39, 41]. Corroborating these
works, our study suggests that educational programs to develop
these skills would be beneficial in scenarios of judging the veracity
of content under social influence.
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